Fast Image Classification for Monument Recognition
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Content-based image classification is a wide research field addressing also the landmark recognition problem. Among the
many classification techniques proposed, the k-nearest neighbor (kNN) is one of the most simple and widely used methods. In
this paper, we use kNN classification and landmark recognition techniques to address the problem of monument recognition in
images. We propose two novel approaches that exploit kNN classification technique in conjunction with local visual descriptors.

The first approach is based on a relaxed definition of the local feature based image to image similarity and allows standard
kNN classification to be efficiently executed with the support of access methods for similarity search.

The second approach uses kNN classification to classify local features, rather than images. An image is classified evaluating
the consensus among the classification of its local features. Also in this case access methods for similarity search can be used
to make the classification approach efficient.

The proposed strategies were extensively tested and compared against other state of the art alternatives, in a monument and
cultural heritage landmark recognition setting. The results proved the superiority of our approaches.

An additional relevant contribution of this paper is the exhaustive comparison of various types of local features and image
matching solutions for recognition of monuments and cultural heritage related landmarks.
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1. INTRODUCTION

Perhaps the easiest way to obtain information about something is to use a picture of the object of
interest as a query. Consider, for instance, a cultural tourist who is in front of a monument and wants
to have information about it. A very easy and intuitive action can be that of pointing the monument
with a smartphone and obtaining pertinent and contextual information.
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The aim of this paper is to discuss, propose and compare techniques of image recognition that can be
used to support the scenario above described. The proposed techniques have been thoughtfully tested
and compared in a cultural heritage domain.

A commonly-used approach to identify an object contained in a query image is to use the k-nearest-
neighbor (ENN) classification algorithm [Cover and Hart 1967]. At the most abstract level, a kNN
classifier executes the following steps. Given a query image, the KNN algorithm scans a training set to
retrieve the best matching images. The most represented class (if any), among the retrieved images,
determines the class of the object contained in the query image.

A promising technique, increasingly applied with success in recent years in image—matching tasks,
is to compare images in terms of their local features. Local features (or descriptors) are visual descrip-
tors of selected interest points, or key points, occurring in images [Lowe 2004; Bay et al. 2006; Rublee
et al. 2011]. The comparison of two images, in terms of their local features, involves two steps: the
detection of pairs of matching key points in the two images, and a geometric consistency check of the
position of these matching key points. Determining the pairs of matching key points in two images in-
volves finding pairs of local features whose mutual similarity is much higher than their similarity with
other local features [Lowe 2004]. Checking the geometric consistency of the identified matching pairs
implies finding a reasonable geometric transformation that maps the position of most of the match-
ing key points of the first image to the position of the corresponding key points of the second image
[Fischler and Bolles 1981]. Using local feature matching and geometric consistency check strategies,
it is possible to rank images of a training set according to the degree with which they match the query
image, and then execute the ENN classification algorithm.

Other descriptors, such as MSER (Maximally Stable Extremal Region) [Matas et al. 2004] and LBP
(Local Binary Pattern) [Ojala et al. 2002] can be used for image-matching tasks. However, according to
the reported results in [Mikolajezyk and Schmid 2005; Mikolajczyk et al. 2005] local features similar
to the SIFT descriptor generally perform best on object recognition problems. Moreover, the meth-
ods such as SIFT (Scale Invariant Feature Transform), SURF (Speed Up Robust Features), and ORB
(Oriented FAST and Rotated BRIEF) provide both an interest point detector and a feature descriptor
implementation.

The idea of applying the ENN classification in combination with the geometric consistency technique
is very effective for tasks where only a few objects need to be recognized and the training sets are
small. The drawback of this approach is that it is not scalable when the number of training images
used to describe the objects is very large. The execution of the ENN classification algorithm requires
that the query image be sequentially compared with all the images of the training set. In order to
compare the query image with a single image of the training set, all local features of the query image
must be compared with all local features of the training set image. Considering that each image is
typically described by thousands of local features, this means that a single image comparison requires
something like 1,000 x 1,000 local feature comparisons. This has to be repeated for all the images of
the training set, every time a new query image is processed.

For example, in the experiments that will be described in this paper, the size of the training set is
some orders of magnitude larger than the number of objects (monuments in our case) to be recognized.
In fact, a query image related to a monument, for instance a church or a tower, might be taken from an
arbitrary position from anywhere around the monument, capturing just portions of the monument and
of the landmark in which it is situated. Consequently, for a single monument, we could need hundreds
of training images, depicting it from various points of views and perspectives, in order to obtain a high
recognition quality. The recognition of small objects poses less problems given that, in many cases,
such objects are entirely contained in the query image. In these cases, typically, just the orientation of
the objects changes.

ACM Journal on Computing and Cultural Heritage, Vol. 8, No. 4, Article 18, Publication date: August 2015.



Fast Image Classification for Monument Recognition o 18:3

In order to reduce the cost of finding the best matches for local image features, some years ago the
bag of visual words (BoW) [Sivic and Zisserman 2003] paradigm was introduced. With this technique,
sometimes called bag of features, groups of very similar local features, taken from the entire training
set, are clustered together and represented by their centroid (a representative feature for the entire
cluster denoted visual word). The set of centroids is called the visual word vocabulary. An image is
then represented by quantizing each feature to its nearest visual word. In order to decide whether two
local features belonging to two different images match, it is sufficient to check whether they belong to
the same cluster, or in other words, are represented by the same visual word.

The ENN classification technique can be successfully applied directly to the BoW representation.
However, this approach still presents some scalability and effectiveness problems. Even with the use of
inverted files to maintain relationships among features and images, “a fundamental difference between
an image query (e.g. 1,500 visual terms) and a text query (e.g. 3 terms) is largely ignored in existing
index design. This difference makes the inverted list inappropriate to index images” [Zhang et al.
2009]. In addition, the use of the BoW approach makes it difficult to efficiently perform a geometric
consistency check, and the approximation introduced by the quantization of the local features reduces
the effectiveness.

The approaches presented in this work lie in between these two extremes (direct use of local features,
on one side, and BoW on the other). We still exploit the effectiveness of local features and geometric
consistency but we rely on the use of access methods for local image features [Zezula et al. 2006; Samet
2005] in order to scale to a large number of classes and training images. These strategies have been
tested and compared against other state of the art approaches in the context of landmark recognition
for cultural heritage.

2. CONTRIBUTION OF THIS PAPER

In this paper, we compare several strategies to recognize the content of digital pictures against two
novel proposed approaches. We particularly focus on discussing and evaluating how the various op-
tions and techniques perform in the applicative scenario of monument and cultural heritage related
landmark recognition. The two new proposed approaches are based on image ENN classification tech-
niques.

The first approach exploits kNN classification to classify images and relies on a relaxed definition of
the local feature based image to image similarity definition, which allows efficient index for similarity
search to be used. Surprisingly, we show that in addition to increasing efficiency and scalability, this
approach also increases effectiveness.

The second approach that we propose, called Local Features Based Image Classifier, uses KNN clas-
sification to classify individual local features of an image, rather than the entire image. It consists of a
two—step classification process: 1) NN classification of individual local features, and 2) classification
of whole images evaluating the consensus among the classes and the confidences assigned to each lo-
cal feature in step 1). Also this approach makes it possible the usege of efficient indexes for similarity
search in order to offer high efficiency and scalability, without penalizing effectiveness. Tests were ex-
ecuted using various types of local features, and also applying geometric consistency check techniques.

An additional significant contribution of this paper is the comparison between various types of local
feature and image matching solutions in a monument and cultural heritage related landmark recog-
nition scenario. As far as we know, no such complete and extensive comparisons have been performed
previously in such a consistent and specific scenario.

A preliminary version of the approaches presented in this paper was presented in [Amato et al.
2011]. The novel contribution here, with respect to previous work, can be summarized as follows. We
extensively investigated and experimented different approaches of NN classifications for landmark
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recognition, and in particular, we introduced the novel concept of “local feature based image classifica-
tion”. We compared the proposed approaches using ORB and BRISK features, in addition to SIFT and
SUREF features. We also compared our results against the BoW approach. Finally, we introduced the
use of a geometric constraint check in combination with the local feature based image classifier. More
experiments and analysis were also carried-out.

The paper is organized as follows. Section 3 presents other related work. Section 4 provides the
background for the remaining of the paper. Section 5 introduces the pairwise distance criterion used
in classification algorithms. Sections 6 contains the details of our proposed approaches and Section 7
validates our proposed techniques. A concluding summary is given in Section 8.

3. RELATED WORK

In this paper, we address the problem of landmark recognition and visual categorization with special
focus on kNN classification and local image features. In [Chen et al. 2009] a survey of the literature
on mobile landmark recognition for information retrieval is given. The classification methods reported
include SVM, Adaboost, Bayesian model, HMM, GMM. However, the survey does not report the ENN
classification technique, which is the main focus of this paper.

In [Zheng et al. 2009], Google presented its approach to building a web-scale landmark recognition
engine. Most of the work reported was used to implement the Google Goggles service [goo 2010]. The
image recognition is based on a ENN classifier using local feature matching. According to the authors,
the recognition performance on over 5,000 landmarks reaches an accuracy of 80.8%.

Popescu et al. [Popescu and Moéllic 2009] used a geo-referenced collection of 5,000 landmarks world-
wide to automatically annotate landmark images. They organized the landmarks spatially and clas-
sified the images using spatial distance together with ANN classification. The images to label are
indexed using only the BoW approach.

A mobile landmark recognition system called Snap2Tell were developed in [Chevallet et al. 2007].
However, the authors use a simple matching technique based on color histograms and a INN classifier,
combined with localization information. For the task of image-based geolocation, a similar approach
has been exploited in [Hays and Efros 2008].

In [Labb 2014] a tutorial on how a system for object recognition can also be used for place recognition
is given. The system uses local features to execute the recognition task.

In [Fagni et al. 2010], various MPEG-7 global descriptors have been used to build 2NN classifier
committees. However, local features were not taken in consideration.

Boiman et al. [Boiman et al. 2008] propose an approach to INN image classification that uses a kd-
tree structure for efficiency and is very similar in spirit to one of the approaches presented in this paper.
This work also introduced a novel, non-parametric approach for image classication, the Naive Bayes
Nearest Neighbor classifier (NBNN), which was further generalized by Timofte et al [Timofte et al.
2013] by replacing the nearest neighbor part with more elaborate and robust (sparse) representations
(kKNN, Iterative Nearest Neighbors (INN), Local Linear Embedding (LLE), etc.). Bosch et al. [Bosch
et al. 2008] also use a kNN classifier in combination probabilistic Latent Semantic Analysis for scene
classification purposes. However, no access methods were used to handle efficiency issues in the case
of large dimension problems.

ENN classifiers are also suitable for real-time learning applications such as 3D object tracking. In
[Hinterstoisser et al. 2011], the authors exploit a simple nearest neighbors classification using a set
of “mean patches” that encode the average of the keypoints appearing over a limited set of poses.
However, learning approaches do not scale very well with respect to the size of the keypoints database
[Lourengo 2011].
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[Johns and Yang 2011] addresses the problem of recognizing a place depicted in an image by clus-
tering similar database images to represent distinct scenes, and tracking local features that are con-
sistently detected to form a set of real-world landmarks. In this work, features are first quantized and
images are described as a BoW, allowing a more efficient means of computing image similarities. The
closest £ database images to the query image are then passed on to the second stage. Here, geometric
verification prunes out false positive feature matches from the first stage.

The idea of applying the BoW technique to transform images described by local features in vectors
to exploit ENN classification is also used in [Mejdoub and Ben Amar 2011]. In this study, the authors
propose a new categorization tree based on the ENN algorithm. The proposed categorization tree com-
bines both unsupervised and supervised classification of local feature vectors. The advantage of this
tree is that it achieves a trade-off between accuracy and speed-up of categorization. The proposed tech-
nique, however, involves several complex steps: a hierarchical lattice vector quantization algorithm,
and a supervised step based on both feature vector labeling and a supervised feature selection method.
In this respect, similar approaches in which high dimensional descriptors based on local features, such
as Vector of Locally Aggregated Descriptors (VLAD) [Jegou et al. 2010] and Locality constraint Linear
Coding (LLC) [Wang et al. 2010], are employed have become a topic of considerable interest in the
development of classification systems (see for instance [Su et al. 2013; Amato et al. 2013; Perronnin
and Dance 2007]).

In [Haase and Denzler 2011], state-of-the-art CBIR methods were tested in order to recognize land-
marks in a large-scale scenario. The image dataset consists of 900 lanmarks from 449 cities and 228
countries. BoW and visual phrase approaches were tested in combination with SVM and NN classi-
fiers. The best restuls were obtained by using a NN classifier in combination with the BoW descrip-
tion.

Some approaches exploit a metric learning phase to improve the performance of metric-based ENN
classification algorithms. Although these methods are reported to be effective, most of the existing ap-
plications are still limited to vector space models in which there is no connection to local features. For
a recent survey on metric learning, see [Bellet et al. 2013]. Within this topic, there is increased in-
terest in local distance functions for nearest neighbor classification on local image patches [Mahamud
and Hebert 2003] or geometric blur features [Frome et al. 2007; Malisiewicz and Efros 2008; Zhang
et al. 2006; Zhang et al. 2011]. Note that such approaches, however, often map local features to multi-
resolution histograms and compute a weighted histogram intersection; approximate correspondence
can be captured by a pyramid vector representation [Grauman and Darrell 2007].

Weighted voting is another common approach for improving 2NN classifiers. Weights are usually
either based on the position of an element in the 2NN list or its distance to the observed data point [Zuo
et al. 2008]. However, the hubness weighting scheme which was first proposed for high-dimensional
data in [Radovanovi¢ ] is slightly more flexible; each point in the training set has a unique associated
weight, with which it votes whenever it appears in some ENN list, regardless of its position in the list.
This idea was recently generalized into fuzzy ENN for local features [Tomasev and Radovanovi¢ ]. This
technique still relies on vector representation and therefore is only suitable for high-dimensional data
such as codebooks of most representative SIFT features (BoW).

Finally, comparatively few papers have proposed the use of boosting techniques for ENN classifica-
tion. Boosting methods adaptively change the distribution of the training set based on the performance
of the previous classifiers [Garca-Pedrajas and Ortiz-Boyer 2009]. Unfortunately, to the best of our
knowledge, all boosting techniques for ANN classification rely on a pairwise distance between objects
to be classified. A good survey of KNN classification boosting can be found in [Piro et al. 2013].
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4. OBJECT RECOGNITION

In this section, we provide preliminaries and give a brief overview of the local features that we have
used.

4.1 Notation and Preliminaries

Throughout the paper, we represent each image I by a set of n local features l,i.e. I = {ly,...,1,}. With
a slight abuse of notation, we use the general notation d() to denote the distance functions used for
comparing images or local features.

Let S be a database of objects = and a d distance function for the objects, the k-th nearest neighbor
of object ¢ can then be recursively defined as:

reS|VyesS dgy) >dgz) ifk=1;
NN;1(¢, S\ {NNy—1(¢,9)}) ifk>1.

The set of the first k£ nearest neighbors is defined as:
kNN(q,S) = {NN;(q,S) | k = 1.k} (2)

4.2 Local Features

In the last decade, the introduction of local features to describe image visual content, along with local
feature matching and geometric consistency check approaches has significantly advanced the perfor-
mance of image content and object recognition techniques. In the following, we introduce these two
strategies, which are at the basis of the classification techniques that we use to perform the recogni-
tion of monuments in images.

Local feature descriptors describe selected individual points or areas in an image. The extraction
is executed in two steps. First, a set of keypoints in the image is detected. Second, the area around
the selected keypoints is analyzed to extract a visual description. Keypoint selection strategies are
appropriately designed to guarantee invariance to scale changes and the same points are selected
under different views of the same object. Local feature descriptors contain information that allow local
feature matching, i.e. deciding that two local features from two different images represent the same
point. Standard information on the position in the image, the orientation and size of the region are
typically associated with the visual information that depends on the particular local features. Various
local features have been proposed. In this work, we tested SIFT, SURF, ORB, and BRISK.

4.2.1 SIFT. The Scale Invariant Feature Transformation (SIFT) [Lowe 2004] is a representation
of low level image content that is based on a transformation of the image data into scale-invariant
coordinates relative to local features. Local features are low level descriptions of keypoints in an image.
Keypoints are interest points in an image that are invariant to scale and orientation. Keypoints are
selected by choosing the most stable points from a set of candidate locations. Each keypoint in an
image is associated with one or more orientations, based on local image gradients. Image matching is
performed by comparing descriptions of the keypoints in the images.

This extraction scheme has been used by many other local features including the following ones.
In particular, SIFT selects keypoints using a difference of gaussians approach that can be seen as an
approximation to the Laplacian that results in detecting blobs. The description of each keypoint and
its neighbors (i.e., the blob) is based on an histogram of orientation gradients normalized with respect
to the dominant orientations in order to be rotation invariant. We used publicly available software
developed by David Lowe [sif 2005] to both detect keypoints and extract the SIFT features.
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4.2.2 SURF. The basic idea of Speeded Up Robust Features (SURF) [Bay et al. 2006] is quite sim-
ilar to SIFT. SURF detects some keypoints in an image and describes them using orientation informa-
tion. However, the SURF definition uses a new method for both the detection of keypoints and their
description that is much faster while still guaranteeing a performance comparable to or even better
than SIFT. Specifically, keypoint detection relies on a technique based on an approximation of the Hes-
sian Matrix. The descriptor of a keypoint is built considering the distortion of Haar-wavelet responses
around the keypoint itself. We used the publicly available noncommercial software developed by the
authors [sur 2006] to both detect the keypoints and to extract the SURF features.

4.2.3 ORB. ORB [Rublee et al. 2011] stands for Oriented FAST and Rotated BRIEF. It is a very
fast and effective local feature descriptor that selects keypoints using the FAST detector and builds
features with an improved version of the BRIEF descriptors that offer rotational invariance. It is
very fast in both the feature extraction phases and matching phases, which can be used for real-time
applications even with low-power devices and without GPU acceleration. The descriptor has a binary
format and the simple Hamming distance is used for comparing local features.

4.2.4 BRISK. Similarly to ORB, BRISK [Leutenegger et al. 2011] is also a binary local feature
descriptor. It uses a FAST based keypoint detector and generates a bit-string descriptor from intensity
comparisons retrieved by dedicated sampling of keypont neighborhood. BRISK also uses the Hamming
distance to compare local features. A comparison of ORB and BRISK together with BRIEF has been
presented in [Heinly et al. 2012].

4.3 Local Features Matching

Local features [ automatically extracted from an image I are used to identify, in two distinct images I
and Ij, couples of matching descriptors (I;,1;) where [; € I, and [; € I;. Identifying matches requires:
comparing local descriptors using a distance function d; identifying a candidate match /; € I; for any
l; € I;; filtering out matches with high probability to be incorrect.

For SIFT and SURF the Euclidean distance is used, while the Hamming distance is the obvious
choice for binary features such as ORB and BRISK.

The candidate match for [; is typically the nearest local descriptor in [, i.e. NN1(I;, I;).

Filtering incorrect matches is the most difficult task. Lowe showed in [Lowe 2004] that the distance
d(l;, NN1(l;,I;)) is not a good measure of the quality of matches. Instead, he proposed to consider the
ratio between the distance from /; of the first and the second nearest neighbors in I;, i.e.:

d(l;; NN (l;, I;))
d(l;,NN2(l;, I;))

Any matching pair of descriptors (l;, NN1(l;, I;)),l; € I; for which o(l;, I;) > ¢, where c is a predefined
threshold is discarded. Thus, the set of candidate features matches between image I; and I is:

MU(Ii,Ij) = {(ll,NNl(l“IJ» | O’(ll‘,lj) < c, li S ]i} (4)

U(Zialj) = (3)

In [Lowe 2004] it was reported that ¢ = 0.8 allows us to eliminate 90% of the false matches while
discarding less than 5% of the correct matches when using SIFT. In [Amato and Falchi 2010], an
experimental evaluation of classification effectiveness varying c for both SIFT and SURF confirmed
the results obtained by Lowe. In the following, we will use ¢ = 0.8 for both SIFT and SURF; we used
¢ = 0.9 for the ORB and BRISK binary local features because it gave better performance.

We call the set of matches M., defined above, as the plain distance ratio matches. In the following
we will also define additional strategies to find the set matches, some of which are obtained starting
from M, itself.
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5. PAIRWISE IMAGE DISTANCE

Central to the concept of the ENN classifier is the definition of a pairwise image distance d between
two images, which is based on how many features match and how close the matches are.

We define a distance function based on the plain distance ratio matches (5.1), on the BoW quanti-
zation approach (5.2), finally we extend the distance functions to also handle geometric consistency
checks (5.3 and 5.4).

5.1 Local Feature Matching

The pairwise matching between two images is based on how many of the feature descriptors match.
Given a set M, (I;, I;) of candidate local feature matches (see Section 4.3) between two images I;, I;, we
define the distance as:

|Mo(1;, L)
4]
Note that the proposed distance measure is not actually a distance measure since it is not symmetric:

d. (I3, I;) # d»(I;, I;). Moreover, since 0 < d, < 1, sometimes it is more convenient to use the concept of
similarity s, =1 —d,.

do (L, ) = 1 — (5)

5.2 Bag of Words Matching

The traditional BoW model used for text, has been applied to images by treating image features as
words. As for text documents, a BoW description is a sparse vector of number of occurrences of visual
words, taken from a predefined vocabulary. The assumptions is that two features m if they have been
assigned to the very same visual words. Thus, the BoW approach can also be used for efficient features
matching (see [Philbin et al. 2007; Philbin 2010]).

The first step to describe images using visual words is to select some local features creating the
visual vocabulary. The visual vocabulary is typically built grouping local descriptors of the dataset
using a clustering algorithm such as k-means. The second step consists of describing each image using
the words of the vocabulary that occur in it.

At the end of the process, each image is described as a set of visual words. More formally, the BoW
framework consists of a group of cluster centers, referred to as visual words W = {w;,ws,...,wr}
[Turcot and Lowe 2009]. Let by be a function that assigns a visual word to each local descriptor /; of
an image I;, as follows:

bw(lz) = arg,, NN1 (ll, W) (6)
Let Bw (I;) be the set of visual words corresponding to the local features of the image I;, i.e.:
Bw(L) = {bw(ll) VZ, S Ii}, (7)

we are able to convert images into a vector of visual word occurrences, as for standard full-text
retrieval term frequency (TF) approach:

tf;(L) = {7} N Bw ()] 8
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where ¢f, (I;) is the m-th element of the vector of visual words and corresponds to the number of
occurrences of w,, in the set By (I;). In order to compare image word occurrence, cosine similarity can

be used:

w 1y +)) — I T
\/Zmzl tfm(Il)2 \/Zm:l tfm(IJ)2
More advanced weighting schemes based on Information Retrieval technology such as TF-IDF can

be used (e.g. [Tirilly et al. 2010]). Using these similarity functions, traditional inverted files can be
used to search nearest neighbor images.

5.3 Geometric Consistency Constraints

In order to further improve the effectiveness of the pairwise image matching described above, geomet-
ric consistency constraints can be exploited. The problem is to determine a transformation that maps
the positions of the keypoints in the first image to the positions of the corresponding keypoints of the
second image. Only matches consistent with this transformation are retained. As discussed previously,
the coordinates of the keypoints, together with the size and orientation of the region, are associated
with each local descriptor.

The algorithms used to estimate such a transformation are typically the Random Sample Consensus
(RANSAC) [Fischler and Bolles 1981] and Least Median of Squares. However, fitting methods such as
RANSAC or Least Median of Squares perform poorly when the percent of correct matches falls much
below 50%. Fortunately, much better performance can be obtained by clustering features in the scale
and orientation space using the Hough transform as suggested in [Lowe 2004].

Estimating a transformation using RANSAC involves: 1) random selecting the requested number
of matches for the given transformation estimation; 2) evaluating the transformation itself; and 3)
selecting the matches that are consistency with it.

A geometric transformation maps a point p = (p,, p,) to a second point P = (P, p},)- In the following,
we report the most common types of transformations that can be searched.

Each of the following transformations can be used as a filter for a set of candidate matches M. In
fact, the subset of matches that are consistent with the evaluated transformation is presumed to be a
more reliable set of candidate matches with respect to the original M.

5.3.1 Hough Transform (Fgou). Hough Transform is used to cluster matches into groups that
agree upon a particular model pose (intuitively, the same point of view description of an object). Hough
Transform identifies clusters of features with a consistent interpretation by using each feature to vote
for all object poses that are consistent with the feature [Lowe 2004]. When clusters of features are
found that vote for the same pose of an object, the probability of the interpretation being correct is
much higher than for any single feature. In our experiments, we create a Hough transform entry pre-
dicting the model orientation, and scale from the match hypothesis. A pseudo-random hash function
is used to insert votes into a one-dimensional hash table in which collisions are easily detected. The
Hough transform is typically used to increase the percentage of inliers before estimating a transfor-
mation (typically using RANSAC). However, the greater cluster can be considered to be the subset of
most relevant matches.

Therefore, we define Froy (M) as the subset of candidate matches M that belongs to the greater
cluster obtained with the Hough transform. For our experiments, we used the same parameters pro-
posed in [Lowe 2004], i.e. bin size of 30 degrees for orientation, a factor of 2 for scale, and 0.25 times
the maximum model dimension for location.

ACM Journal on Computing and Cultural Heritage, Vol. 8, No. 4, Article 18, Publication date: August 2015.



18:10 . G. Amato, F. Falchi and C. Gennaro

Considering the clusters of matches created by the Hough transform, it is possible to estimate a
transformation that can map the points of one image onto another.

5.3.2 RST (Frst). Rotation, Scale and Translation transformation can be formalized as follows:
ph|  |s*cos(8) —sin(6) - ty
{p;] o { sin(9)  s*cos(0)] |py - ty (10)
where 6 is the angle of the counter clock rotation, s is the scalingL and t is the translation. Estimating
this transformation requires two pairs of matching points (5 and p’).

5.3.3 Affine (Farr). Affine transformation is a linear transformation (rotation, scaling, reflection
and shear) followed by a translation.
/
el -l 2] B+ 2] a
Dy a1 a| [Py Ly

Note that an RST transformation is a special case of a general affine transformation. Affine trans-
formation allows one shear mapping and/or reflection in addition to translation, rotation and scaling
[Prince 2012]. A shear transformation leaves all points on one axis fixed, while the other points are
shifted parallel to the axis by a distance proportional to their perpendicular distance from that axis.
Estimating an affine transformation requires three pairs of matching points.

5.3.4 Homography (Fgac). Homography is an invertible projective transformation from the real
projective plane to the projective plane that maps lines to straight lines. Any two images in the same
planar surface in space are related by a homography.

j28 hit hi2 hiz| | Pz
w |py, | = [ha1 haz has| |py (12)
1 h31 has haz| |1

where w is a scale parameter. Please note that an affine transformation is a special type of gen-
eral homography whose last row is fixed to h3; = 0,h32 = 0, h33 = 1. Estimating this transformation
requires four pairs of matching points.

5.3.5 Isotropic scaling. Typically, the coordinates of the points of the local features extraction al-
gorithms are reported in pixels of the image. However, a normalization can improve the effectiveness
of the transformation estimation. In this work, we use an isotropic scaling [Hartley 1995] that scales
and translates the pixel coordinates so as to bring the centroid of the set to the origin, and the average
distance from the centroid to v/2.

5.4 Enhancing Pairwise Image Matching with Geometric Consistency Constraint

Geometric consistency checks can be used when comparing two images still using image distance de-
fined in 5, and by replacing M, with the matches remaining after geometric filtering described above.
In the following we give five options for defining the set of candidate mathces M, using M, defined
in Section 4.3, and the filtering criteria defined in Section 5.3. Used in conjunction with Eq. (5), ), these
options result in five similarity functions. Specifically, the five different instantiations for M are:

—Plain distance ratio matches M,

—Hough matches Myouv = Frov(M,)

—RST matches Mrsr = Fror(M,)

—Affine matches Mapp = Farr(M,)
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—Homography matches My = Fuve(My)

The performance of these similarity functions will be also compared in Section 7 below.

The BoW approach can also be exploited to define a set of candidate matches that can be used as
a basis for the geometric consistency checks. In this scenario, we do not use the cosine distance to
calculate similarities between vectors; we directly match the BoW components:

ML, ) = {{li; 1) | bw (i) = bu (L)} (13)

In this case, M is used in place of M,, employed in the previous section. Similarly as before, we
define four sets of candidate matches that are obtained by filtering the set M obtained through the
BoW approach.

Thus, in our experiments, in addition to cosine TF and cosine TF-IDF, we test the following BoW
based approach:

—Hough matches Myoy = Frou (M)
—RST matches Mrsr = Frsr(M)

—Affine matches Mapr = Fapp(M)
—Homography matches My = Frana(M)

6. KNN IMAGE CLASSIFICATION

Document classification has two flavours as single label and multi label. In the single label classifica-
tion, documents may belong to only one class while in the multi label one, documents may belong to
more than one class [Korde and Mahender 2012]. In this paper we only consider single label document
classification.

Let S be a database of objects x, d the distance function for the objects, let us have a predefined a
predefined set of classes (also known as labels, or categories) C' = {ci,...,cn}, Single-label document
classification [Dudani 1975] is the task of automatically approximating or estimating, by means of a
function  : S — C, called the classifier, an unknown target function ® : S — C, that defines how
documents ought to be classified.

6.1 The Single Label kNN Classification

The single-label distance-weighted kNN classifier is one of the most simple and widely used methods
for semi-supervised learning. It first executes a kNN search between the objects of the training set
T. The training set is the subset 7" C S of data used to fit the classifier, and for which we know the
target function ®. The result of this operation is the set ANN(z,T) of labeled documents belonging to
the training set, ordered with respect to the increasing values of the distance function d. The label
assigned to the object = by the classifier is the class ¢; € C that maximizes the sum of a similarity
between = and the documents labeled c;, in the ranked list KNN(z,T). The similarity between two
objects can be calculated as s = 1 — d since, without loss of generality, we assume that 0 < d < 1 always
holds true. The classification task starts by computing the score 2*(z, ¢;) for each label ¢; € C:

2z, e5) = Z s(z,y) . (14)
yERNN(z,T) : ®(y)=c;
the class that obtains the maximum score is then chosen:

*(2,T) = arg max 2K (2, ¢p) (15)
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where <i>’§ (z,T) is the classification function. All the RNN classifier algorithms that we present in the
next sections share the same basic principle and hence the same classification function. They differ in
the way that the confidence of the classification is computed and can be used to decide whether the
predicted label has a high probability to be correct. A special case is the local features based classifica-
tion, which uses ENN classification for the individual local fractures to estimate the confidence of the
whole image classification.

6.2 Similarity Based kNN Image Classification

This section discusses how to classify images using a ANN classifier relying on pairwise image dis-
tances as seen in Section 5. The techniques defined in this section is the baseline approach to image
classification using local feature.

This approach, along with approach based on BoW, will be compared against the our proposed meth-
ods discussed in Sections 6.3 and 6.4.

Given a set of images 7 and a predefined set of classes C = {c1,...,cn}, the ENN classification can
be obtained with the function: ®*(I;, 7) defined in Eq. (15), in which in place of the similarity s = 1 — d,
we can exploit one of the pairwise image distances defined in Section 5. A typical way of evaluating the
confidence is 1 minus the ratio between the score obtained by the second-best label and the best label,
ie.

arg  max  2"(I,¢;)

. c; €C\{&k (1))}
Vdoc(q)§7li) =1- &

arg max (I, ¢))

This classification confidence can be used to decide whether the predicted label has a high probability
to be correct. A value of v close to one denotes a high confidence.

When the number of classes, and consequently the number of training images, are large, the use
of the simple distance based on local feature matching presented in Section 5.1 becomes prohibitive
in terms of efficiency since it implies the sequential scan of the entire training set. In this case, it is
useful to introduce some approximations that allow the problem to be more efficiently managed. A
widely used solution is that of using the BoW approach presented in Sections 5.2.

As already stated this is just a baseline method to image classification. In next section we will
propose a new solution that selects just the most promising local feature pairs in images to be matched.
This approach can use indexes for efficient similarity search to speed up the classification process.
Surprisingly this method is more efficient and more effective as well, even if just a subset of the local
features in images are matched. We call this approach Dataset Matching, since the set of promising
pairs are selected by submitting similarity queries on the entire database of local features.

6.3 Dataset Matching

The distance measure defined in Section 5.1 is a direct application of the techniques developed by the
Computer Vision community and requires the direct comparison of each pair of images. In fact, the
distances are neither metric nor symmetric and the complexity of the distance evaluation prevents the
use of any sort of indexing. Therefore, given a query, searching for the k nearest images to a given
query image requires a complete sequential scan of the archive.

On the other hand, the BoW approach makes the search process much faster than when executing
a sequential scan of the training set. However, the quantization introduced by the visual vocabulary
reduces the effectiveness of the method.
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In this respect, we propose an efficient pairwise image matching that relies on access methods for
metric space [Zezula et al. 2006], and at the same time increase the effectiveness, even with respect to
the approach discussed in Section 5.1.

Let I, be the image that we want to classify and S = {11, ..., I)/} the entire training set of images of
size M. We propose to retrieve, for every local feature I; of I; the k closest local features from the union
Q of all the local features in all the images of the training set Q2 = U;I;. We denote the & closest local
features to [; as kNN (I;, (), and we call it the set of candidate matches.

Since the distance d functions for comparing local features are metric distances (SIFT and SURF
use Euclidian distance, ORB and BRISK use Hamming distance), metric [Zezula et al. 2006] or spatial
[Samet 2005] access methods can be used to efficiently execute kNN (I;, Q).

We define the matches between an image I; and any J; € S as:

M(Ii,lj) = {<l1,l]>|ll el A lj = NNl(ll,ENN(ll,Q) N IJ)} (16)

In short, we select the matching local features in two images, just considering the candidate match-
ing local features obtained executing the nearest neighbor similarity search query kNN (I;, ). Note
that kNN (1;,9) need to be executed just once for every local feature I; of I; independently of the size
M of the training set.

In this scenario, M is used in place of the candidate set of matches M., employed in Section 5.1 for
evaluating the distance between two images:

|M (I3, 1;)|
||
The matching function M, defined in this section, can also be enhanced by the use of the four geo-
metric filtering criteria, defined in Section 5.4. Thus, in Section 7 we also test:

ds(Ii, ;) =1— aamn

—Plain nearest Neighbor matches M
—Hough matches Myoy = Frou (M)
—RST matches Mpsr = Frer (M)

—Affine matches Mapr = Fapr(M)
—Homography matches My yq = Faug(M)

6.4 Local Features Based kNN Classifier

In the previous section, we considered the classification of an image I; as a process of retrieving the
most similar images in the training set 7; and then applying a kNN classification technique in order to
predict the class of ;.

In this section, we propose a different approach that classifies an image I; in two steps:

(1) each local feature I; € I; is first individually classified considering the local features of all the
images in the training set 7; ;

(2) the whole image is classified considering the class assigned to each local feature and the confidence
of the classification evaluated in step 1.

Note that by classifying the local features individually, i.e. before assigning a label to an image,
we might lose the implicit mutual information between the interest points of an image. However,
surprisingly, we will see that this method gives a better performance than the other approaches.

In the next sections, we will define four distinct algorithms for local feature classification, i.e. step 1.
All the proposed algorithms require searching for similar local features for each of the local features
belonging to the image.
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6.4.1 Step 1: Local Feature Classification. All the following KNN Local Feature Classifiers are ap-
plications of the single label distance weighted NN discussed in Section 6.1. They make use of a
similarity function that can be obtained from the distance measure d between local features by apply-
ing the well-known transformation s = 1 — d/dyax.

INN LF Classifier (®f). The simplest way to classify a local feature is to consider the label of its
closest neighbor in 7;. The INN Local Features Classifier ®!(1,) assigns the label of the closest neighbor
in 7; to a local feature /... The confidence of the classification assigned is the similarity between /; and
its nearest neighbor. Formally:

v(®L,1,) = (L, NN (1, T7))
Please note that this classifier does not require any parameter to be set. Moreover, the similarity

search over the local features training set is a simple INN search.

Weighted kNN LF Classifier ( d*). The Weighted ENN LF Classifier is the natural application of the
ENN classification function ®*(I,,7;) on local features. The confidence is similarly based on the ratio
between second best and best class as follows:

arg max 2 (1, ¢5)
¢ €C\{ Pt (e, T1)} ‘

k
arg max z; (L, ¢;)

v(®F 1) =1—

Note that for k£ = 1, we degenerate to the INN LF classifier case, while the measure of confidence is
different. In fact, INN always assigns 1 as confidence when k = 1, while the ANN LF Classifier consid-
ers the first nearest neighbor similarity as measure of confidence. This classifier requires parameter k
to be chosen.

LF Matching Classifier (' @)m). The LF Matching Classifier decides the candidate label similarly to
the INN LF Classifier, i.e., (I, 7;), while the confidence value of the selected label is evaluated using
the idea of the distance ratio discussed in Section 4.3:

- _f1if 6(l,,T) <c
(s la) = { 0 otherwise

The distance ratio ¢ is computed considering the nearest local feature to I, and the closest local
feature that has a label different from the nearest local feature. Following the idea of Lowe explained

in Section 4.3, we define the similarity ratio ¢ as:

_ d(le, NN, (l2, Tr))
 d(ls, NN3(12, T0))

where NN (1, T;) is the closest neighbor that is known to be labeled differently than the first.

Note that searching for NN (I, 7;) cannot be directly translated into a standard ENN search. How-
ever, the KNN implementation in metric spaces is generally performed starting with an infinite range
and reducing this during the evaluation, considering at any time the current NN;. The same approach
can be used for searching NN5 (I, 7;). In fact, while k is not known in advance, the current NN, dur-
ing the similarity search, can be used to reduce the range of the query. Thus, the similarity search
needed for the evaluation of 5(I,,T,.) can be implemented slightly modifying the standard algorithms
developed for metric spaces (see [Zezula et al. 2006]).

é'(l.'l) b 77)
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Parameter ¢ used in the definition of the confidence is equivalent to that used in [Lowe 2004] and
[Bay et al. 2006]. We will see in Section 7.3 that ¢ = 0.8 proposed in [Lowe 2004] by Lowe is able to
guarantee good performance. It is worth noting that c is the only parameter to be set for this classi-
fier considering that the similarity search performed over the local features in 7; does not require a
parameter £ to be set.

Weighted LF Distance Ratio Classifier (*). The Weighted LF Distance Ratio Classifier is an exten-
sion of the LF Matching Classifier defined in the previous section. However, the confidence here is not
binary but is a fuzzy measure derived from the distance ratio. Given that the greater the confidence
the better the matching, we define the assigned label and the respective confidence as:

V(@ 1) = (1—6(la, T0))?

The intuition is that it could be preferable not to filter non-matching features on the basis of the
distance ratio, but to adopt 1 — 5(l,, 7;) as a measure of confidence for the classification of the whole
image. The value is then squared to emphasize the relative importance of greater distance ratios.

Please note that for this classifier, we do not have to specify either a distance ratio threshold c or k.
Thus, this classifier has no parameters.

Weighted LF Distance Ratio with Geometric Constraints @;”. It is also possible to combine the classi-
fication approach of the Weighted LF Distance Ratio Classifier with the geometric consistency filtering
power presented in Section 5.3.

First, we perform a nearest neighbor search for each local feature on the image I; to be classified. At
the end of this process, for each local feature /; € I;, we apply geometric consistency filtering to obtain
sets of candidate matches for (I;, I;) image pairs. Finally, we merge the local features pairs (I;,/;) in all
the filtered matches M, i.e.:

My =M, (T, I})
J

where g stands for HOU (Hough), RST (Rotation, Scale and Translation), AFF (Affine) and HMG
(Homography) as explained in Section 5.3. Please note that /; are at most all the images having at least
one feature in kNN(l;,7;) Vl; € T;. Furthermore, given that each geometric consistency filter requires
a minimum number of points to be applied, the cardinality of I; is typically much smaller.

The classification process is then performed as for the Weighted LF Distance Ratio Classifier just
considering the filtered set of local features M, obtained with one of the specific filters (HOU , RST

AFF ,or HMG ), i.e., CE(ZI, M), and the following confidence:

V((i)lvlw) = (1 - U(llaM))Q

6.4.2 Step 2: Image Classification. In the following, we assume that the label of each local feature
I, belonging to images in the training set 7;, is the label assigned to the image to which it belongs (i.e.,
I1.):

Vi, €I, VI, € T ,9(l,) = (1) (18)
In other words, we assume that the local features generated over interest points of images in the
training set can be labeled as the image to which they belong. Note that the local features classifier

can manage the noise introduced by this label propagation from the whole image to the local features.
In fact, we will see that when very similar training local features are assigned to different classes, a
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local feature close to them is classified with a low confidence. The experimental evaluation reported in
Section 7.3 confirms the validity of this assumption.

As already stated, given [, € I, the classifier ® of step 1 returns both a class i)(lm) =c¢;€Ctol, and
a numerical value v(®, [, ) that represents the confidence that ® has in this decision.

The whole image is classified, given the label ®(I,) and the confidence v(®,1,) assigned to its local
features [, € I, during the first phase, using a confidence-rated majority vote approach. We first com-
pute a score z(l,, ¢;) for each label ¢; € C. The score is the sum of the confidences obtained for the local
features predicted as ¢;. Formally,

(L) = > v(®l).

o€, 8(1:)=c;
The label that obtains the maximum score is then chosen:

(1) = arg max z2(Iz,¢5) -

c; €

As measure of confidence for the classification of the whole image, we use the ratio between the
predicted and the second best class:

arg max z(Ig,c¢j)
~ c,; €C—d(l,
Vim,g(q)vlm) =1- i< Ul)

I .
argglggz( s Ci)

This whole image classification confidence can be used to decide whether the predicted label has a
high probability to be correct.

7. EXPERIMENTAL EVALUATION

The aim of this performance analysis is to evaluate the classification effectiveness of the different
strategies of kNN classification combined with various types of local features with and without geo-
metric consistency checks.

7.1 Dataset, Ground Truth, and Experiment Settings

The dataset that we used for our tests is publicly available and composed of 1,227 photos of 12 monu-
ments or cultural heritage related landmarks located in Pisa.

It was created during the VISITO Tuscany project ! and was also used in [Amato et al. 2010; Amato
and Falchi 2010; 2011]. The photos have been crawled from Flickr, the well-known on-line photo ser-
vice. The IDs of the photos used for these experiments together with the assigned label and extracted
features can be downloaded from [pis 2011]. In the following we list the classes that we used and the
number of photos belonging to each class. In Figure 1 we reported an example for each class in the
same order as they are reported in the list below:

(1) Battistero (104 photos) — the baptistery of St. John
(2) Camposanto Monumentale (exterior) (46 photos)
(3) Camposanto Monumentale (portico) (138 photos)
(4) Camposanto Monumentale (field) (113 photos)

(5) Certosa (53 photos) — the charterhouse

Lhttp://www.visitotuscany.it/
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Fig. 1. Example images taken from the Pisa dataset (Images Available by Flikr under Creative Commons License agreement).

(6) Chiesa della Spina (112 photos) — Gothic church

(7) Guelph tower (71 photos)

(8) Duomo (130 photos) — the cathedral of St. Mary

(9) Palazzo dell’Orologio (92 photos) — building
(10) Basilica of San Piero (48 photos) — church of St. Peter
(11) Palazzo della Carovana (101 photos) — building
(12) Leaning Tower (119 photos) — leaning campanile

In order to build and evaluate a classifier for these classes, we divided the dataset into a training set
(7)) consisting of 226 photos (approximately 20% of the dataset) and a test set consisting of 921 photos
(approximately 80% of the dataset). The image resolution used for feature extraction is the standard
resolution used by Flickr (maximum 500 pixels for either the height or width)

The total numbers of local features extracted by the SIFT and SURF detectors were about 1,000,000
and 500,000 respectively. The number of local features per image varies between 113 and 2,816 for
SIFT and 50 and 904 for SURF. ORB was tested setting the feature extractor to identify both 500 and
1000 local features. The number of local features detected for BRISK was less than 500.

Various classifiers were created using the local features taken into considerations and the definitions
given in Section 6.

7.2 Performance Measures

In order to evaluate the effectiveness of the classifiers on the test set, we use the micro-averaged accu-
racy and micro- and macro-averaged precision, recall and F.
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In macro-averaging, the performance metrics are calculated for each class and then the average of
all is evaluated. In micro-averaging, the average is calculated across all the individual classification
decisions made by a system [Chau and Chen 2008].

Precision is defined as the ratio between the number of correctly predicted and the overall number of
predicted documents for a specific class. Recall is the ratio between the number of correctly predicted
and the overall number of documents for a specific class. F is the harmonic mean of precision and
recall.

Note that for the single-label classification task, micro-averaged accuracy is defined as the number
of documents correctly classified divided by the total number of documents of the same label in the
test set and is equivalent to the micro-averaged precision, recall and F; scores. Therefore, in the tables
discussed in the following, we just report the values of accuracy and F; Macro.

7.3 Similarity Based Image kNN Classification Results

In Figure 2, we report the results obtained by both the local feature matching (see Section 5.1) and
dataset matching (see Section 6.3). Given that the NN classifier requires the parameter k, we report
the results obtained for £ = 1 (row labeled k=1), the best results obtained varying k£ € [1,100] (row
labeled Best), and the value k£ at which the best result was obtained (row labeled Best k). Figure 3
reports results obtained by using the BoW approach (see Section 5.2). The details are discussed in the
following sections.

7.3.1 Local Feature Matching. Comparing the results obtained by the various similarity functions
for the local feature matching comparison approach, we can see that geometric consistency checks are
able to significantly improve the quality of the classification process. The best performance was gener-
ally obtained using the distance function that makes use of the affine geometric constraint. Only ORB
with 500 local features and BRISK, sometimes obtain a better F; Macro, when using Rotation, Scale
and Translation (RTS) geometric constraint checks. Overall, SIFT provides the highest effectiveness,
achieving an accuracy and F; Macro of 0.94, with k£ = 3. However, ORB and BRISK have a more com-
pact size and are easier to manage, given that they are binary features. Thus, even if their effectiveness
is a little lower, their usage can be justified in terms of efficiency.

7.3.2 Dataset Matching. In Figure 2, we also report the results obtained by the dataset matching
approach using k£ = 10, i.e., performing a 10 nearest neighbors search for each local feature in the
query over the local features in the training set. In our experiments, we also tested & = 30,50, and
100 obtaining comparable but worse results. We note that a peculiar feature of this approach is that
it relies on spatial or metric access methods for similarity searching to significantly improve efficiency
of classification with very large training sets. Notably this approach often performs better than the
local feature matching approach. The intuition to justify this behavior is that the k& nearest neighbors
search performed between all the local features in the training set is able to reduce the number of false
matches. The best results are obtained using Hough and RTS geometric constraint checks, with an
accuracy and F} macro of 0,95 and 0, 94 respectively, using SIFT. Hough obtains the best performance
using k = 1, RTS needs k = 9. As executing Hough transformation costs much less than RST, Hough is
the best choice in this case. As previously, SIFT is the local feature that offers the best results in this
case.

7.3.3 Bag of Words. In Figure 3, we report the results obtained by the BoW approach described in
Section 5.2, using a vocabulary of 100k features selected using the k-means algorithm. As established in
the literature, typically the more the words, the better the results. In our experiments, we are dealing
with a dataset of about one million features. Thus, 100k of visual words is the highest value for which it
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A[a Geometric consistency check “\7[ Geometric consistency check
Hough RST Affine Hom. - Hough RST Affine Hom.
SIFT 0.88 0.91 0.93 0.94 0.92 0.88 0.95 0.94 0.94 0.93
SURF 0.81 0.87 0.91 0.92 0.90 0.86 0.91 0.93 0.93 0.89
Accuracy | ORBjgg 0.81 0.87 0.89 0.90 0.89 0.86 0.90 0.87 0.86 0.87
ORB 5q 0.80 0.84 0.87 0.87 0.82 0.83 0.89 0.84 0.83 0.83
_ BRISK 0.67 0.74 0.75 0.74 0.65 0.63 0.74 0.75 0.74 0.65
k=t SIFT 0.86 0.90 0.92 0.93 0.84 0.88 0.95 0.94 0.87 0.87
SURF 0.79 0.85 0.90 0.92 0.83 0.84 0.90 0.92 0.86 0.84
F1 Macro | ORB;gy 0.80 0.87 0.89 0.89 0.83 0.86 0.90 0.87 0.86 0.86
ORB 59 0.79 0.83 0.86 0.79 0.80 0.83 0.88 0.83 0.83 0.83
BRISK 0.66 0.65 0.67 0.69 0.66 0.63 0.65 0.67 0.69 0.66
SIFT 0.88 0.92 0.94 0.94 0.92 0.88 0.95 0.94 0.95 0.94
SURF 0.85 0.89 091 0.92 091 0.86 0.91 0.93 0.94 0.90
Accuracy | ORBpo | 0.83 0.88 0.89 0.91 0.89 0.87 0.91 0.87 0.87 0.87
ORB 59 0.81 0.85 0.86 0.86 0.83 0.84 0.89 0.84 0.83 0.84
Best BRISK 0.70 0.74 0.76 0.75 0.65 0.66 0.74 0.76 0.75 0.65
SIFT 0.86 0.90 0.93 0.94 0.84 0.87 0.95 0.94 0.87 0.87
SURF 0.83 0.87 0.90 0.92 0.84 0.84 0.90 0.92 0.86 0.84
F1 Macro | ORB;gg 0.83 0.87 0.89 0.90 0.83 0.86 0.90 0.87 0.86 0.86
ORB 59 0.80 0.84 0.86 0.78 0.80 0.83 0.88 0.83 0.83 0.83
BRISK 0.69 0.65 0.68 0.69 0.66 0.66 0.65 0.68 0.69 0.66
SIFT 1 2 8 3 9 2 1 9 7 12
SURF 20 21 4 1 4 3 4 1 2 3
Accuracy | ORBjgg 73 4 3 4 1 2 6 1 1 1
ORB 5 61 10 7 3 26 2 1 1 2 2
Best k BRISK 82 1 23 17 1 6 1 23 17 1
SIFT 1 2 8 3 1 2 1 9 9 12
SURF 18 21 4 1 4 3 4 1 3 3
F; Macro | ORB;g 77 5 11 4 2 6 1 1 1
ORB 559 61 2 7 6 26 2 1 1 2 2
BRISK 82 11 29 17 1 6 11 29 17 1

Fig. 2. Similarity based image kNN classification results using the local feature and dataset matches for k = 10.

makes sense to perform a clustering algorithm. The results in this case are worse than those obtained
with our proposed approaches discussed in Sections 7.3.1 and 7.3.2. In fact, both accuracy and F; Macro
never exceed 0.9. Moreover, the geometric consistency checks do not significantly improve performance;
this is particularly true for F;. The intuition is that the candidate matches found using the BoW
approach are much too noisy. Standard cosine and TF-IDF similarity measures are more suitable for
this scenario. It is worth noting that the k-means algorithm for selecting the 100k words was executed
over the whole dataset, while it would have been more correct to only consider the training images. In
fact, the test images should not be used during any training phase. However, we preferred to compare
our approach in this scenario, even if the BoW performance is actually overestimated.

7.4 Local Features Based Image Classifier Results

Figure 4 reports the results obtained with the local feature based classifier (see Section 6.4). Similarly
to the approach based on image to local features matching, this approach also allows us to signifi-
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cosine cosine Geometric consistency check
TF-IDF | Hough | RST | Affine | Hom.
SIFT 0.86 0.87 0.88 0.88 0.81 0.88
SURF 0.85 0.84 0.85 0.85 0.82 0.86
Accuracy | ORBjggo 0.78 0.79 0.78 0.78 0.75 0.81
ORB 509 0.75 0.76 0.77 0.77 0.77 0.82
_ BRISK 0.59 0.63 0.52 0.59 0.52 0.59
k=t SIFT 0.88 0.87 0.87 0.87 0.80 0.80
SURF 0.84 0.83 0.75 0.75 0.72 0.79
F; Macro | ORB;gg 0.77 0.78 0.77 0.77 0.75 0.80
ORB 5y 0.73 0.74 0.76 0.76 0.76 0.74
BRISK 0.58 0.62 0.51 0.48 0.44 0.51
SIFT 0.88 0.90 0.88 0.88 0.83 0.89
SURF 0.86 0.86 0.88 0.88 0.83 0.86
Accuracy | ORBjgg 0.79 0.81 0.80 0.82 0.81 0.84
ORB 5y 0.78 0.78 0.79 0.82 0.81 0.84
Best BRISK 0.61 0.65 0.53 0.63 0.59 0.61
SIFT 0.87 0.87 0.87 0.87 0.82 0.81
SURF 0.84 0.85 0.78 0.78 0.76 0.79
F; Macro | ORB sy 0.78 0.80 0.79 0.80 0.80 0.82
ORBj900 0.73 0.77 0.78 0.76 0.79 0.76
BRISK 0.59 0.64 0.52 0.52 0.49 0.53
SIFT 7 8 2 4 4 6
SURF 3 9 15 7 13 2
Accuracy | ORBjggo 25 22 86 83 48 70
ORB 5o 28 33 38 90 74 79
Bestk BRISK 33 17 29 64 76 50
SIFT 3 3 1 2 4 6
SURF 7 9 15 7 13 2
F1 Macro | ORB s 25 22 86 84 48 94
ORB;gg9 28 33 38 91 69 79
BRISK 17 17 26 24 31 44

Fig. 3. Classification Results using the BoW approach with a vocabulary of 100k features.

cantly improve efficiency, relying on metric or spatial access methods for similarity searching. In fact,
local features can be classified using distance functions that can be easily indexed using these access
methods.

Experiments show that very good results are obtained even without geometric constraint checks. For
instance, using SIFT, we obtained values of accuracy and F; Macro of 0.95 simply with the weighted
local feature classifier. In just a few cases, Hough transformation slightly improves the performance.
However, the improvement obtained does not justify the extra efficiency cost involved. For instance, for
all binary local features, improvements range from 0.01 to 0.02 in both accuracy and F; Macro using
Hough with respect to the simple weighted local feature classifier.

Overall, the performance of this approach is comparable to the best results obtained by the approach
based on image to local feature matching. However, its efficiency is higher as it does not require geo-
metric constraint checks to be performed.
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by k=10 7 k=100

P f Pt o P M & " | Hough | RST | Affine | Hom. | Hough | RST | Affine | Hom.

SIFT 0.90 0.90 0.85 0.82 0.94 0.95 0.94 0.87 0.87 0.63 0.95 0.93 0.93 0.81

2 SURF 0.88 0.88 0.84 0.79 0.93 0.93 0.93 0.84 0.84 0.39 0.94 0.92 0.92 0.83

g ORB o9 0.87 0.86 0.82 0.77 0.86 0.91 0.92 0.89 0.80 0.80 0.92 0.92 0.89 0.89
5]

<< | ORB 5y | 0.84 0.84 0.80 0.76 0.84 0.89 0.90 0.83 0.46 0.45 0.90 0.91 0.88 0.88

BRISK 0.68 0.68 0.60 0.51 0.69 0.80 0.82 0.71 0.74 0.73 0.82 0.83 0.79 0.74

SIFT 0.81 0.88 0.81 0.75 0.94 0.95 0.94 0.79 0.80 0.62 0.95 0.92 0.92 0.73

o SURF 0.79 0.87 0.80 0.73 0.91 0.92 0.93 0.76 0.76 0.42 0.93 0.92 0.91 0.82

§ ORByg | 0.77 0.76 0.71 0.64 0.76 0.91 0.92 0.88 0.73 0.74 0.92 0.91 0.89 0.89

W | ORBgy | 0.74 0.74 0.69 0.63 0.75 0.89 0.90 0.83 0.51 0.49 0.89 0.90 0.88 0.89

BRISK 0.55 0.55 0.46 0.38 0.55 0.78 0.80 0.62 0.65 0.65 0.80 0.81 0.78 0.65

Fig. 4. Local Features Based Classifier Results

In order to compare per class results, in Figure 5, 6, 7 and 8, we report the confusion matrices for
the most relevant classifiers tested according to the results reported in the previous sections. All the
results were obtained using SIFT in order to be comparable. We report actual classes by column and
the assigned ones by row. Each monument is indicated by the number used in Section 7.1 for describing
the dataset. The last rows show specific monument recall and F; Macro while in the last column we
report the precision. The overall more difficult to recognizes monuments resulted to be Camposanto
Monumentale (2), Certosa (5), and Guelph tower (7). Comparing the matrices we see major variations on
the relative and absolute performance obtained by the various approaches on (2) and (7). For instance,
dataset matching (Figure 7) and weighted LF Distance Ratio Classifier ®* (Figure 8) have overall
similar performance but they obtained significant different results on these two classes.

8. CONCLUSIONS

In this paper, we have developed several strategies for efficient landmark recognition, which combine
two different approaches to k-nearest neighbor classification applying different methods to match local
descriptors.

The results of the experiments conducted in a cultural heritage scenario revealed that the ap-
proaches proposed gave a better performance than other state of the art approaches.

Among the techniques that we proposed, the local feature based classifier gave the best performance.
With this classifier, we can improve efficiency by using metric or spatial access methods. In addition,
the effectiveness provided is generally equal to or better than the other methods. The great advan-
tage of this method is that it offers high performance even without geometric consistency checks, thus
further raising efficiency. Comparisons were executed using various types of local features. The best
performance was always obtained using SIFT. Although binary features (ORB and BRISK) were gen-
erally slightly worse, they can further boost efficiency, given their compactness and convenience for
mobile applications.

A system built with the proposed image recognition approach is mainly intended to be used by vis-
itors (tourists) of cities with cultural heritage related landmarks, for instance using a smartphone,
to recognize and get information on monuments that they see. Clearly, these techniques can also be
used to build systems to be used by researchers to retrieve information on artworks that are mainly
described by their visual appearance. In this respect, we are using these techniques to provide access
to databases of ancient inscriptions and epigraphy in the EU Funded EAGLE project [eag 2014]. The
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Fig. 7. Confusion matrix obtained by the dataset matching Fig. 8. Confusion matrix obtained by the Weighted LF Dis-
approach with hough geometric consistency check and k£ = 1.

Overall acc = 0.95 and Fy Macro = 0.95.
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traditional way of retrieving information from an epigraphic database is, for instance, that of submit-
ting text queries related to place where the item has been found, or where it currently stored. Using
our techniques, it is possible to retrieve information by simply using a picture of the epigraph as a
query.
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