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Abstract—The integration of mobile and ubiquitous computing
with deep learning methods is a promising emerging trend that
aims at moving the processing task closer to the data source
rather than bringing the data to a central node. The advantages
of this approach range from bandwidth reduction, high scalabil-
ity, to high reliability, just to name a few. In this paper, we pro-
pose a real-time deep learning approach to automatically detect
and count vehicles in videos taken from a UAV (Unmanned Aerial
Vehicle). Our solution relies on a convolutional neural network-
based model fine-tuned to the specific domain of applications
that is able to precisely localize instances of the vehicles using a
regression approach, straight from image pixels to bounding box
coordinates, reasoning globally about the image when making
predictions and implicitly encoding contextual information. A
comprehensive experimental evaluation on real-world datasets
shows that our approach results in state-of-the-art performances.
Furthermore, our solution achieves real-time performances by
running at a speed of 4 Frames Per Second on an NVIDIA
Jetson TX2 board, showing the potentiality of this approach for
real-time processing in UAVs.

Index Terms—Object Counting; Deep Learning; Convolutional
Neural Networks; Onboard Embedded Processing; Real-time
Vehicle Detection; Drones; UAV

I. INTRODUCTION

Visual tasks like object detection, classification or segmen-
tation are essential for many practical applications of great
significance for unmanned aerial vehicles (i.e., drones) and
other embedded mobile platforms. The solutions to these
tasks commonly involve the onboard real-time processing
of the acquired images and range from traditional computer
vision algorithms to the more recent application of deep
learning-based strategies [1], especially Convolutional Neural
Networks (CNNs) [2]. Whereas traditional algorithms are
optimized for a specific goal and particular conditions, CNNs
are trained in a massive way to undertake more general
challenges. Employing CNNs for the onboard real-time ap-
plications requires to face with limited processing resources.

Anyway, although the training phase is usually highly de-
manding in terms of computation, the inference phase can
be exploited using less sophisticated hardware resources.

In this work, we address the counting problem for evaluat-
ing the number of vehicles present in drone-based videos of
parking areas, proposing a real-time approach to be used on
board by mobile platforms such as Unmanned Aerial Vehicles
(UAVs) (Fig. 1). Objects counting is an inter-disciplinary
field and has been tackled in computer vision by various
techniques. Most of the current methods are CNNs-based and
basically, we can broadly classify them into two categories
[3]: regression-based and detection-based approaches. In the
first category, we learn a regression model that maps the high-
dimensional features space of the image into non-negative
counting numbers or into density maps, skipping the hard task
of detecting instances of the objects. These techniques work
very well in extremely overlapped scenarios where the single
object instances are not well defined due to inter-class and
intra-class occlusions, for example in the estimation of the
number of people present at a public event. In the detection-
based approaches we instead localize the instances of the
objects and then we count them.

The scenario that we consider in this paper consists of
images taken from a drone view of parking areas, so ve-
hicles are not heavily overlapped (there are not intra-class
occlusions), although cars appear in various orientations, often
within the same scene, and can be partially occluded by trees
and bridges; furthermore there is also clutter from motorbikes,
buildings, different light conditions, etc. In order to address
these challenges, we propose a CNN-based detection approach
that is able to count cars in images localizing precisely the
instances. Furthermore, our solution is fast and computation-
ally inexpensive, suited for working in low-power embedded
systems. We evaluate the effectiveness and reliability of our
solution testing it on two publicly available car counting
datasets: the CARPK dataset and the PUCPR+ dataset [4].



Fig. 1. System overview: we propose a real-time deep learning solution that is able to localize and count vehicles in videos taken by a drone. The image
processing is performed directly on board the UAV equipped with a NVIDIA Jetson TX2.

In both cases, we achieve state-of-the-art accuracy by a large
margin. For our tests we use the NVIDIA Jetson TX2, a
power-efficient embedded AI computing device, running at
4 Frames Per Second (FPS).

II. RELATED WORKS

Objects counting has been addressed in computer vision
by various techniques, especially for the estimation of the
number of people in crowded scenes. Most of the state-of-
the-art methods are CNNs-based since they are more robust
to the typical challenges we must deal with, like variations in
scales and perspectives, inter-object occlusions, non-uniform
illumination of the scene, and many others. Following the
taxonomy adopted in [3], we can broadly classify existing
approaches into two categories: counting by regression and
counting by detection.

Counting by regression is a supervised method that tries
to establish a direct mapping (linear or not) from the image
features to the number of objects present in the scene or to a
corresponding density map (i.e. a continuous-valued function),
skipping the hard task of detecting instances of the objects.
The most influential work on counting via density map es-
timation is done by [5] where the authors employ a linear
transformation between the pixel-level feature representations
of the images and the associated density maps. Starting from
this seminal work, many solutions are exploited in various
application fields. In [6] authors count Antarctic penguins
from images captured by smart cameras with the intention
of monitoring the population of the continent. Authors in [7]
propose a simple but effective solution for crowd counting in
extremely overlapped scenarios exploiting a CNN with filters
having receptive fields of different sizes, resulting to be robust
to variations in people size due to perspective distortion of the
scenes. The problem of counting cells in microscopy images
is tackled for example by [8], where a convolutional neural
network is used to regress a cell spatial density map across the
image. Other interesting works are represented by [9], where
authors develop a deep spatio-temporal neural networks to
sequentially count vehicles from low-quality videos captured

by city cameras in order to manage urban traffic, and by [10]
that proposes a simple way to improve regression models for
object counting by regulating activation maps from the final
convolution layer of the network with coarse ground-truth
activation maps generated from simple dot annotations (they
call this strategy heatmap regulation (HR)).

Counting by detection is instead a supervised approach
where we simply localize instances of the objects and then
we count them. While regression-based techniques work very
well in extremely overlapped scenarios where the single object
instances are not well defined due to inter-class and intra-
class occlusions, but they perform poorly in images having
large perspective and oversized objects, the detection-based
solutions are instead employed in scenarios not too crowded
where challenges are instead represented by different light
conditions, objects orientation and other clutters. An example
of a detection-based solution is [4], where authors use a novel
Layout Proposal Network (LPN) that counts and localizes ve-
hicles in drone videos leveraging the spatial layout information
(e.g., cars often park regularly).

Recently, authors of [11] propose a new approach that
claims to be able to count objects belonging to a generic class
not decided a priori - a class-agnostic counting network. To
this end, the network must be adapted using very few anno-
tated data. They achieved this recasting the counting problem
as an image matching problem, where counting instances is
performed by matching (self-similar patches) within the same
image. This solution is tested counting bacterial cells, people
and vehicles.

Most of the previously mentioned solutions are not suitable
to work on embedded real-time devices, due to the time
constraints and the limited available computing resources. In
this work, we propose a real-time detection-based solution
able to count vehicles of parking areas using a drone equipped
with a low-computing embedded device. Prior methods able
to perform onboard computations, like [12], assume that the
locations of the monitored objects of a scene are already
known in advance, and cast car counting as a classification
problem, which makes conventional car counting methods not



directly applicable in unconstrained drone videos. The authors
of [13] propose a more flexible approach, counting cars using
semantic segmentation, but this technique is not suitable for
a real-time task. Another detection-based solution presented
in [14] proposes a computationally inexpensive network for
vehicle detection in UAV imagery but it performs poorly.

III. DATASETS

We evaluate our cars counting solution with two datasets
widely used in our application context: CARPK and PUCPR+
[4]. The CARPK dataset is the first large-scale aerial dataset
for counting cars in parking lots. It includes 989 and 459
training and test samples, respectively, each of resolution
720×1, 280. The training images are taken from three different
parking lot scenes, while the test set is taken from a fourth
scene. The total number of car instances is 42,274 in the range
[1,87] (i.e, from a minimum of one car up to a maximum of
87 cars in the whole lot) and in the test dataset is 47,500 in
the range [2,188]. The PUCPR+ dataset is published in the
same paper as the CARPK dataset. It is a subset of PUCPR
dataset [15], adapted by the authors for the counting task. It
contains images captured using a fixed camera from a height
of the 10th floor of a building, which provides a slanted
view of the parking lot. This dataset has in total 100 and
25 training and test samples, respectively. Images are taken
under three different weather conditions (sunny, rainy and
cloudy), resulting in different illuminations of the scene. The
total number of car instances in the training dataset is 1,299 in
the range [0,331] and in the test dataset is 3,920 in the range
[1,328]. Some sample images from the dataset are shown in
Fig. 2.

IV. METHODOLOGY

Our solution is based on YOLOv3 (You Only Look Once)
[16], a popular deep convolutional neural network, employed
in many detection systems and implemented using darknet,
an open source neural network framework written in C
and CUDA. Unlike previous detection methods based on
classification using a sliding-window classifier or on region
proposals, YOLO addresses the detection problem using a
regression approach, straight from image pixels to bounding
box coordinates and class probabilities, reasoning globally
about the image when making predictions and implicitly
encoding contextual information about classes.

YOLOv3 uses a custom deep architecture as the backbone
for the features extraction, called darknet-53, having 53 layers.
For the detection task, 53 more layers are stacked onto it, giv-
ing us a 106 layer fully convolutional underlying architecture.
In particular, YOLOv3 makes detections at three scales, which
are precisely given by down-sampling the dimensions of the
input image by 32, 16 and 8. The three detections are made by
the 82nd, the 94th and the 106th layer, respectively, by applying
1x1 detection kernels on feature maps. Therefore, YOLOv3 is
a fully convolutional neural network since there are not fully
connected layers.

As a starting point, we considered a model of YOLO pre-
trained on the COCO dataset [17], a large dataset composed
of images describing complex everyday scenes of common
objects in their natural context, categorized in 80 different
categories. Since this network is a generic objects detector,
we specialize it to recognize and localize object instances
belonging to a specific category - i.e. the car category in our
case.

In particular, we first extract the weights of the firsts 81
layers of the pre-trained model, since these layers capture
universal features (like curves and edges) that are also relevant
to our new problem. Then, we fine-tune YOLO initialing the
firsts 81 layers with the previously extracted weights, and the
weights associated with the remaining layers at random. In
this way, we get the network to focus on learning the dataset-
specific features in the last layers.

For the fine-tuning, we make use of the training subsets
of the CARPK and PUCPR+ datasets. We define a single
epoch as 10 passes over the training images and train for
100 epochs. We prevent over-fitting exploiting the test subsets,
and accordingly to this, we select a specific model for the
evaluation after a certain number of epochs.

V. EXPERIMENTS

In this section, we discuss experiments and quantitative
results. We first introduce the evaluation metrics and the
experimental setup, then we compare and discuss the proposed
method with state-of-the-art approaches on the two datasets
described above.

A. Evaluation Metrics

Following other counting benchmarks, we use Mean Ab-
solute Error (MAE) and Root Mean Square Error (RMSE) as
the metrics for comparing the performance of our solution
against other counting approaches present in literature. MAE
is defined as follows:

MAE =
1

N

N∑
n=1

|cgtn − cpredn | (1)

while RMSE is defined as:

RMSE =

√√√√ 1

N

N∑
n=1

(cgtn − cpredn )2 (2)

where N is the total number of test images, cgt is the actual
count, and cpred is the predicted count of the n-th image.
Note that as a result of the squaring of each difference, RMSE
effectively penalizes large errors more heavily than small ones.
Then RMSE should be more useful when large errors are
particularly undesirable.

Since these metrics do not take into account the quality of
the detections, we also use Precision and Recall as perfor-
mance evaluators, defined as:

Precision =
TPs

TPs+ FPs
(3)
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Fig. 2. Examples from the CARPK (top row) and PUCPR+ (bottom row) datasets. The CARPK dataset is an aerial dataset taken from a drone, where the
resolution of the cars, the viewpoint and the location vary. Furthermore, there is also clutter from motorbikes and buildings. Differently, the PUCPR+ dataset
records a parking lot under three different weather conditions with a fixed camera, and there are no other dynamic objects present apart from cars.

Recall =
TPs

TPs+ FNs
(4)

where TPs are the True Positives, FPs the False Positives and
FN the False Negatives of the individual car detections.

B. Experimental Setup

We use the darknet implementation of YOLO and the pre-
trained model on COCO dataset. The network is fine-tuned
using a NVIDIA GeForce RTX 2080 Ti GPU and evaluated
on NVIDIA Jetson TX2 as an embedded edge device. For the
optimization, we use stochastic gradient descent with a base
learning rate of 0.001, momentum 0.9 and a weight decay of
0.0005. Moreover, the images are resized to 608x608 pixels
along with their annotations. and a batch size of 64 is used.

C. Evaluation and Discussion

We test our solution on the CARPK and PUCPR+ datasets
previously described, following the original experimental se-
tups proposed by the authors in [4], and we compare our re-
sults with the ones obtained using state-of-the-art approaches.
Results in terms of MAE, RMSE, Precision and Recall for the
two datasets are reported in Table I and Table II, respectively,
while Fig. 3 shows some detection results.

We achieve state-of-the-art results by a large margin in
both the datasets, considering all the performance evaluators.
The Generic Matching Network (GMN) presented in [11] and

tested on the CARPK dataset has the advantage to be class
agnostic. However, the error obtained using only three training
images is about four times larger than the one obtained with
our approach. The error using the full training dataset is
instead about two times larger than the one we obtained, and in
this case the benefits of using a class agnostic solution are less
self-evident. The VGG-GAP-HR solution [10] has instead the
advantage of needing a dot-annotated training dataset, while
our solution needs bounding box labels. Dot-annotation is a
less time-consuming operation compared with the bounding
box one, but the error of our solution is about the half of the
one obtained in [10] for the CARPK dataset, and about three
times smaller for the PUCPR+ dataset. Finally, comparing our
approach with the one proposed by [14] in terms of images
processed per second, we can say that the algorithm in [14]
is faster than ours (14 FPS instead of 4 FPS), but the error in
[14] is about 7 times larger for the CARPK dataset and about
23 times larger for the PUCPR+ dataset.

VI. CONCLUSIONS

In this article, we presented a useful tool for counting
objects as vehicles based on a state-of-the-art network for
performing object detection. Our approach has proven to
be competitive in terms of accuracy compared to other ap-
proaches in the literature. It should be noted, however, that
although our approach outperforms the Generic Matching



TABLE I
RESULTS ON THE CARPK TEST SET (459 IMAGES AND 47500 TOTAL COUNTS)

Method MAE RMSE Recall Precision
Faster R-CNN [4], [18] 47.45 57.55 - -

Faster R-CNN (RPN-small) [4], [18] 24.32 37.62 - -
One-Look Regression [4], [19] 59.46 66.84 - -
Spatially Regularized RPN [4] 23.80 36.79 57.5% -

ShuffleDet [14] 26.75 38.46 - -
VGG-GAP-HR [10] 7.88 9.30 - -

GMN (3 images) [11] 13.38 18.03 76.1% 85.1%
GMN (full dataset) [11] 7.48 9.90 88.4% 91.8%

Our solution 3.73 5.11 95% 97%

TABLE II
RESULTS ON THE PUCPR+ TEST SET (25 IMAGES AND 3920 TOTAL COUNTS)

Method MAE RMSE Recall Precision
Faster R-CNN [4], [18] 156.76 200.59 - -

Faster R-CNN (RPN-small) [4], [18] 39.88 47.67 - -
One-Look Regression [4], [19] 21.88 36.73 - -
Spatially Regularized RPN [4] 22.76 34.46 62.5% -

ShuffleDet [14] 41.58 49.68 - -
VGG-GAP-HR [10] 5.24 6.67 - -

Our solution 1.80 2.74 86% 95%

(a) (b)

(c) (d)

Fig. 3. Sample results on the CARPK dataset (top row) and the PUCPR+ dataset (bottom row). Detections are marked with a bounding box and a label
indicating the object class. In addition, we report the total number of instances found together with the Ground Truth value.



Network presented by Lu et al. [11], even with a comparable
number of training images, their approach still remains valid
in other scenarios where probably our solution could do not
be suitable, such as cell and crowd counting, and in general
in extremely crowded scenarios. Regarding the possibility of
realizing an autonomous system located on board of a UAV
using a mobile Jetson TX2 board, it is possible to guarantee
an operating autonomy of six hours if, for example, a 3S 6000
mAh LiPo battery is used as proposed by [20].
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