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Abstract. Relational reasoning is an emerging theme in Machine Learn-
ing in general and in Computer Vision in particular. Deep Mind has re-
cently proposed a module called Relation Network (RN) that has shown
impressive results on visual question answering tasks. Unfortunately,
the implementation of the proposed approach was not public. To re-
produce their experiments and extend their approach in the context of
Information Retrieval, we had to re-implement everything, testing many
parameters and conducting many experiments. Our implementation is
now public on GitHub and it is already used by a large community
of researchers. Furthermore, we recently presented a variant of the re-
lation network module that we called Aggregated Visual Features RN
(AVF-RN). This network can produce and aggregate at inference time
compact visual relationship-aware features for the Relational-CBIR (R-
CBIR) task. R-CBIR consists in retrieving images with given relation-
ships among objects. In this paper, we discuss the details of our Relation
Network implementation and more experimental results than the original
paper. Relational reasoning is a very promising topic for better under-
standing and retrieving inter-object relationships, especially in digital
libraries.

Keywords: Relation Network - Image Retrieval - Deep Learning - Visual
Features.

1 Introduction

In the growing area of Computer Vision (CV), state-of-the-art Deep Learning
methods show impressive results in tasks such as classifying or recognizing ob-
jects in images. Several recent studies, however, demonstrated the difficulties of
such architectures to intrinsically understand a complex scene to catch spatial,
temporal and abstract relationships among objects.

One of the most prominent fields of Deep Learning applied to CV within
which these ideas are being tested is Relational Visual Question Answering (R-
VQA). This task consists in answering to a question asked on a particular input
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image. While in standard VQA the question usually concerns single objects
and their attributes, the R-VQA questions inquire about relationships between
multiple objects in the image.

R-VQA is considered a challenging task for current state-of-the-art deep
learning models since it requires a range of different reasoning capabilities. In
fact, in addition to finding and classifying objects inside the image or understand-
ing the meaning of each word of the input question, it is necessary to understand
what are the relationships connecting visual objects and it is required to link
together learned textual and visual representations.

This work is about implementing and training the Relation Network architec-
ture (RN) [I7]. Our final goal was to extend the RN to extract visual relationship-
aware features for a novel task that we called Relational Content-Based Image
Retrieval (R-CBIR). The R-CBIR task consists in finding all the images in a
dataset that contains objects in similar relationships with respect to the ones
present in a given query image.

Specifically, in [I3] and [I4] we introduced some extensions to the original RN
module, able to extract visual relationship-aware features for efficiently charac-
terizing complex inter-object relationships. We trained our RN variants on the
CLEVR R-VQA task and we demonstrated that the extracted visual features
were suitable for the novel R-CBIR task.

The high-level relational understanding could become a fundamental build-
ing block in digital libraries, where multi-modal information has to be processed
in smart and scalable ways. Furthermore, R-CBIR encourages the development
of solutions able to produce efficient yet powerful relationships-aware features,
capable of efficiently describing the large number of inter-object relationships
present in a digital library. A digital library, in fact, is composed of a large
amount of multi-modal objects: it contains both multimedia elements (images,
audio, videos) and text. One interesting challenge in digital libraries is finding
relationships either between cross-domain data (e.g., a newspaper article with
the related video in the newscast) or between the individual objects that are
contained in a single multimedia element (e.g., the spatial arrangement of furni-
ture in a picture of a room). This is a must for constructing strong and high-level
interconnections between inter- and intra-domain data, to efficiently collect and
manage knowledge.

The first step was re-implementing the RN architecture and training it on
the CLEVR dataset, using the same setup detailed in the original work [I7].
This was a necessary step since the original code was not published. RN was
originally proposed by Deep Mind, a company owned by Google and our code is
the first public working implementation of RNE| on the CLEVR dataset. Thus,
it is already largely used.

We found different issues during the replication process. Hence, in this paper,
we give many details about the problems we addressed during the implementa-
tion of the original version of RN. In the end, we were able to successfully train
this architecture reaching an accuracy of 93,6% on the CLEVR R-VQA task.

3 https://github.com/mesnico/RelationNetworks—CLEVR
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2 Related Work

R-VQA R-VQA comes from the task of VQA (Visual Question Answering).
Plain VQA consists in giving the correct answer to a question asked on a given
picture, so it requires connecting together different entities coming from hetero-
geneous representations (text and visuals).

Some works [22I20] proposed approaches to standard VQA problems on
datasets such as VQA [1], DAQUAR [I1], COCO-QA [1g].

Recently, there is the tendency to conceptually separate VQA and R-VQA. In
R-VQA, in fact, images contain difficult inter-object relationships, and question
are formulated in a way that it is impossible for deep architectures to answer
correctly without having understood high-level interactions between the objects
in the same image. Some datasets, such as CLEVR [5], RVQA [10], FigureQA
[8], move the attention towards this new challenging task.

In this work, we address the R-VQA task by employing the CLEVR dataset.
CLEVR is a synthetic dataset composed of 3D rendered scenes. It contains simple
yet photorealistic 3D shapes, and it is suitable for testing out, in a fully controlled
environment, the intrinsic relational abilities of deep neural networks.

On the CLEVR dataset, [I7] and [I5] proposed a novel architecture spe-
cialized to think in a relational way. They introduced a particular layer called
Relation Network (RN), which is specialized in comparing pairs of objects. Ob-
jects representations are learned by means of a four-layer CNN, and the question
embedding is generated through an LSTM. The overall architecture, composed
of CNN, LSTM, and the RN, can be trained fully end-to-end, and it is able to
reach superhuman performances. Other solutions [4J6] introduce compositional
approaches able to explicitly model the reasoning process by dynamically build-
ing a reasoning graph that states which operations must be carried out and in
which order to obtain the right answer.

To close the performance gap between interpretable architectures and high
performing solutions, [I2] proposed a set of visual-reasoning primitives that are
able to perform complex reasoning tasks in an explicitly interpretable manner.

R-CBIR On the R-CBIR task there was some experimentation using both
CLEVR and real-world datasets. [7] introduced a CRF model able to ground
relationships given in the form of a scene graph to test images for image re-
trieval purposes. However, this model is not able to produce a compact feature.
They employed a simple dataset composed of 5000 images and annotated with
objects and their relationships.

More recently, using the Visual Genome dataset, [2I] implemented a large
scale image retrieval system able to map textual triplets into visual ones (object-
subject-relation inferred from the image) projecting them into a common space
learned through a modified version of triplet-loss.

The works by [2IT314] exploit the graph data associated with every image in
order to produce ranking goodness metrics, such as nDCG and Spearman-Rho
ranking correlation indexes. Their objective was evaluating the quality of the
ranking produced for a given query, keeping into consideration the relational
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content of every scene. In particular, our previous works [I3JI4] analyzed two
architectures for extracting relational data by exploiting knowledge acquired
through R-VQA.

2.1 Original setup

The overall architecture and the initial hyper-parameters we used in our code
come from the original paper. Following, we briefly review this original setup.

The Relation Network (RN) [I7] approached the task of R-VQA and obtained
remarkable results on the CLEVR dataset. RN modules combine input objects
forming all possible pairs and applies a common transformation to them, produc-
ing activations aimed to store information about possible relationships among
input objects. For the specific task of R-VQA, authors used a four-layer CNN
to learn visual object representations, that are then fed to the RN module and
combined with the textual embedding of the question produced by an LSTM,
conditioning the relationship information on the textual modality. The core of
the RN module is given by the following;:

T:de(0i70j7Q)a (1)
()

where gy is a parametric function whose parameters 6 can be learned during
the training phase. Specifically, it is a multi-layer perceptron (MLP) network.
0; and o; are the objects forming the pair under consideration, and ¢ is the
question embedding vector obtained from the LSTM module. The answer is
then predicted by a downstream network f, followed by a softmax layer that
outputs probabilities for every answer:

a = softmaz(fy(r)). (2)
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Fig. 1: Relation Network (RN) architecture.

During our implementation, we followed the guidelines and the hyper-
parameters configuration by the authors. In particular, we setup the architecture
as follows (Figure [ depicts the overall architecture):
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— the CNN is composed of 4 convolutional layers each with 24 kernels, ReLLU
non-linearities and batch normalization;

— go and f, are multilayer perceptrons. They are composed of 4 and 2 fully-
connected layers of 256 neurons each. Every layer is followed by the ReLLU
non-linearity;

— a final linear layer with 28 units produces logits for a softmax layer over the
answers vocabulary;

— dropout with 50% dropping probability is inserted after the penultimate
layer of fy;

— the training is performed using the Adam optimizer, with a learning rate of
le 4.

We took some decisions that probably brought our code to differ substantially
from the original authors implementation. Concerning question processing, we
built the dictionaries by sequentially scanning all the questions in the dataset.
The zero index was used as padding during the embedding phase. We assumed
uni-directional LSTM for question processing. Also, in the first place, we did not
consider learning rate schedules nor dataset balancing procedures.

3 Preliminary results

When training using the original configuration, we reached an accuracy plateau
at around 53% on the validation set, while the authors claimed an accuracy of
95,5%.

We broke down the accuracy for the different question types, to have a better
insight of what the network was learning. The validation accuracy curves are
reported in Figure

7 Accuracy
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Fig. 2: Validation accuracy curve during the initial training.
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This plot shows that the trained model was completely blind to the concepts
of color and material since their accuracy was perfectly compatible with uniform
random outcomes. However, even considering the other question types, the model
was not performing as expected.

These results motivated us to concentrate on some implementation-level de-
tails that could help the network convergence.

In particular, we collected a list of some critical implementation details that
may have played a role in the network training failure:

— punctuation-level tokenization: initially, we did not consider the punc-
tuation as separate elements in the dictionary, so that sentences like ”There
is a small cube behind the red object. What is its color?” generated words
like 7object.” and ”color?”. Instead, one possibility was to break them down
into four different entries: ”object”, ”.”, "color”, and ”?”.

— training regularization: in order to regularize training, we thought of
adopting standard regularization procedures, like weight-decay and gradient
clipping.

— question inversion: even if this trick applies to sentence translation models
[19], it has been observed that feeding the LSTM with the reversed sentence
often brings to an overall higher accuracy.

— SGD optimizer: the SGD optimizer is overall slower but asymptotically
often performs slightly better than Adam.

— answers balancing: the answers distribution is not uniform in the CLEVR
dataset. This could have caused problems during the training since less likely
examples were penalized. One possible solution was trying to build batches
in which all the answers were equally likely.

— CNN pretraining: to help the whole architecture to converge faster, we
though of initializing the CNN parameters independently, by employing an
easier non-relational task. In particular, we trained the CNN using a multi-
label classification task, whose aim was to find out the attributes of all the
objects inside the CLEVR scene. We aimed to bring the CNN parameters in
a zone of the parameters space suitable for the downstream R-VQA task.

— learning rate and batch size schedulers: according to some detailed
research on neural network parameters optimization, schedulers have a key
role during training. We managed to try different schedulers to see if they
could move the network parameters away from local minima.

4 Improvements

Following, we report our findings after experimenting with different variations
of the original implementation.

Punctuation-level tokenization First of all, we implemented the punctuation-
level tokenization for processing the input questions. However, we immediately
measured a strong drop in the validation accuracy, from 53% to 20%. This could
be due to the fact that the network was effectively using the word-punctuation
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tokens (e.g. “color?”) for easily discerning the question type and better attending
to the key question details.

Training regularization Gradient clipping and weight decay helped to stabilize
the training. However, they did not change the accuracy in any significant way.

Question inversion We tried feeding the questions to the LSTM in reverse order.
With these changes, accuracy moved from 53% to around 66%. It turned out
that the question inversion was a key implementation detail.

To understand how the network outputs were distributed after these changes,
we prepared the confusion matrix measured on the validation accuracy (Figure

3)-
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Fig. 3: Confusion matrix after question inversion.

In CLEVR scenario, there are 28 possible answers and they are clustered
in 6 classes: numbers, size, color, material, shape, exists. In the confusion plot,
there are 6 diagonal blocks corresponding to these classes. Empty entries outside
the squared diagonal blocks show that answers falling outside their class were
extremely unlikely. This was an important finding: the network was perfectly
able to understand what kind of answer should be given in output (e.g. a binary
yes/no answer rather than a color), but it was not able to figure out the correct
label within that class.

SGD optimizer We tried training the network using the SGD optimizer, using
the same learning rate employed with Adam (1e~*). Unfortunately, the training
process using SGD was too slow to collect some useful insights. In particular,
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during the first 50 epochs the architecture remained completely unable to solve
the number and the color classes. Also, the model trained with SGD was not able
to understand the 6 different question types, while with Adam this happened
already during the first 5-7 epochs.

CNN pretraining Although the CNN pretraining sped up the overall conver-
gence during the first epochs, it did not improve the overall validation accuracy.
This made us formulate the hypothesis that the problem could be not in the
perception module, but rather in the reasoning one, probably in the core of the
relation network. In fact, the multi-label classification task reached a mean aver-
age precision of 0.99, meaning that the CNN was perfectly able to attend to all
the object attributes. The multi-label classification task was trained using 5000
and 750 training and validation images respectively.

Answers balancing We wrote a custom batch sampler to ensure a uniform distri-
bution among the answers. In this scenario, we obtained a better accuracy dis-
tribution among the different answer classes, w.r.t. the initial validation curves
in Figure [2| In particular, we observed that the model was no more color blind.
However, once converged, the overall mean accuracy remained the same as in
the initial experiment.

Schedulers Initially, we tried standard learning rate schedulers, such as
CosineAnnealing [9], Exponential, Step-Exponential, and ReduceOnPlateau.
Unfortunately, none of them resulted in an accuracy boost, even trying different
hyper-parameters such as the step size (in epochs) and the step multiplier.
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Fig. 4: Validation accuracy - increasing learning rate policy.
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Accuracy started growing when we adopted the findings by [18], which sug-
gested increasing the batch size instead of decreasing the learning rate. Our pol-
icy consisted in doubling the batch size every 45 training epochs, starting from
32 up to a maximum of 640. We experimented on the state description version of
the dataset, in which the scene is already encoded in a tensor form suitable for
the relation network so that the perception pipeline (the CNN module) is tem-
porarily kept apart. During this experiment, the learning rate remained fixed.
With this batch size scheduling policy, we obtained an accuracy of 85%.

The best result, however, was reached using a warm-up learning rate schedul-
ing policy similar to the one used in [3]. In particular, we doubled the learning
rate every 20 epochs, from 1le ™% to le™*. When experimenting on the state de-
scription version of CLEVR, we were able to reach an accuracy of 97,9%. We
repeated the same experiment on the full CLEVR, training end-to-end from pix-
els and words to answers, and we finally obtained an accuracy of 93,6%. This
value is fully compatible with the accuracy claimed by the authors of 95,5%.
Validation curves from this training setup are reported in Figure [

The final confusion matrix in Figure [5| highlights the answers for which there
are still problems. Overall, the only remaining issues reside in the number class.
In fact, the network has still some difficulties when the objective for a particular
question is counting many object instances (the number 9 is almost never output
as answer).
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5 Conclusions

In this work, we re-implemented the Relation Network architecture [I7]. After
a few experimentations, we were not able to reach the accuracy claimed by the
authors for the R-VQA task on the CLEVR dataset. For this reason, we con-
ducted multiple experiments testing different architectural and implementation
tweaks to make the network converge to the claimed accuracy values. In the
end, we discovered that the learning rate warm-up scheduling policy was the
main missing component. We were able to reach an accuracy of 93,6%, perfectly
compatible with the one reached by the Deep Mind team.

We used these results to develop some extensions of the original Relation
Network, capable of producing relationships-aware visual features for the novel
task of R-CBIR. We noticed that slight modifications to the original architecture
to achieve our R-CBIR objectives did not affect the network convergence when
using the described learning rate scheduling policy. In particular, in [13] the two-
stage RN (2S-RN) reached almost the same accuracy as the original architecture.

Instead, the introduction of the in-network visual aggregation layer in the
Aggregated Visual Features RN (AVF-RN) architecture [14] made the perfor-
mance drop to around 65%. This was due to the strong visual features compres-
sion needed. However, we demonstrated that AVF-RN was still able to produce
state-of-the-art relationships-aware visual features suitable for R-CBIR.
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