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Introduction
The Artificial Intelligence for Media and Humanities labora-
tory (AIMH) of the Information Science and Technologies
Institute “Alessandro Faedo” (ISTI) of the Italian National
Research Council (CNR) located in Pisa, has the mission to
investigate and advance the state of the art in the Artificial
Intelligence field, specifically addressing applications to digi-
tal media and digital humanities, and taking also into account
issues related to scalability.

The laboratory is composed of four research groups:

AI4Text
The AI4Text group is active in the area at the crossroads
of machine learning and text analysis; it investigates novel
algorithms and methodologies, and novel applications of these
to different realms of text analysis. Topics within the above-
mentioned area that are actively researched within the group
include representation learning for text classification, transfer
learning for cross-lingual and cross-domain text classification,
sentiment classification, sequence learning for information
extraction, learning to quantify, transductive text classification,
cost-sensitive text classification, and applications of the above
to domains such as authorship analysis, technology-assisted
review, and native language identification. The group consists
of Fabrizio Sebastiani (Director of Research), Andrea Esuli
(Senior Researcher), Alejandro Moreo (Researcher), Silvia
Corbara, Alessio Molinari, Andrea Pedrotti, and Gianluca
Sperduti (PhD Students), and is led by Fabrizio Sebastiani.

Humanities
Investigating AI-based solutions to represent, access, archive,
and manage tangible and intangible cultural heritage data.
This includes solutions based on ontologies, with a special
focus on narratives, and solutions based on multimedia con-
tent analysis, recognition, and retrieval. The group consists
of Carlo Meghini (Director of Research), Valentina Bartalesi,
Cesare Concordia (Researchers), Luca Trupiano (Technolo-
gist), Daniele Metilli (PhD Student), Emanuele Lenzi, Nicolò
Pratelli (Graduate Fellows), and Costantino Thanos, Vittore
Casarosa, Nicola Aloia (Research Associates), and is led by
Carlo Meghini.

Large-scale IR
Investigating efficient, effective, and scalable AI-based solu-
tions for searching multimedia content in large datasets of
non-annotated data. This includes techniques for multimedia
content extraction and representation, scalable access methods
for similarity search, multimedia database management. The
group consists of Claudio Gennaro, Pasquale Savino (Senior
Researchers), Lucia Vadicamo (Researcher), Nicola Messina,
Claudio Vairo (Researchers), Paolo Bolettieri (Technician),
Davide Alessandro Coccomini (PhD Students), Gabriele La-
gani (PhD Students), Fausto Rabitti (Research Associate), and
is led by Claudio Gennaro.

Vision and Deep Learning
Investigating novel AI-based solutions to image and video con-
tent analysis, understanding, and classification. This includes
techniques for detection, recognition (object, pedestrian, face,
etc), classification, counting, feature extraction (low- and
high-level, relational, cross-media, etc), anomaly detection
also considering adversarial machine learning threats. We also
have specific AI research fields such as hebbian learning and
relational learning. The group consists of Giuseppe Amato
(Director of Research), Fabrizio Falchi (Senior Researcher),
Marco Di Benedetto, Fabio Carrara (Researchers), Alessan-
dro Nardi (Technician), Davide Alessandro Coccomini (PhD
Students), Gabriele Lagani (PhD Students), Donato Cafarelli,
Luca Ciampi (Graduate Fellow), and is led by Fabrizio Falchi.

The rest of the report is organized as follows. In Section
1, we summarize the research conducted on our main research
fields. In Section 2, we describe the projects in which we
were involved during the year. We report the complete list of
papers we published in 2022, together with their abstract, in
Section 3. The list of theses on which we were involved can
be found in Section 4. In Section 5.2 we highlight the datasets
we created and made publicly available during 2022.

1. Research Topics
In the following, we report a list of active research topics and
subtopics at AIMH in 2021.

1.1 Artificial Intelligence
1.1.1 Hebbian Learning
Traditional neural networks are trained using gradient de-
scent methods with error backpropagation. Despite the great
success of such training algorithms, the neuroscientific com-
munity has doubts about the biological plausibility of back-
propagation learning schemes, proposing a different learning
model known as Hebbian principle: "Neurons that fire to-
gether wire together". Starting from this simple principle, dif-
ferent Hebbian learning variants have been formulated. These
approaches are interesting also from a computer science point
of view, because they allow to perform common data analysis
operations - such as clustering, Principal Component Analysis
(PCA), Independent Component Analysis (ICA), and others
- in an online, efficient, and neurally plausible fashion. Tak-
ing inspiration from biology, we investigate how Hebbian
approaches can be integrated with today’s machine learning
techniques [58, 59], in order to improve the training process in
terms of speed, generalization capabilities, sample efficiency
[57].

1.2 AI and Digital Humanities
The AI & DH group at AIMH employs AI-based methods to
research, design and experimentally develop innovative tools
to support the work of the scholar humanist. These methods
hinge on formal ontologies as powerful tools for the design
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and the implementation of information systems that exhibit in-
telligent behavior. Formal ontologies are also regarded as the
ideal place where computer scientists and humanists can meet
and collaborate to co-create innovative applications that can
effectively support the work of the latter. The group pursues in
particular the notion of formal narrative as a powerful addition
to the information space of digital libraries; an ontology for
formal narratives has been developed in the last few years and
it is currently being enriched through the research carried out
by the members of the group and tested through the validation
carried out in the context of the Mingei project. The group is
also engaged in the formal representation of literary texts and
of the surrounding knowledge, through the IMAGO project
which is focused on the geographical medieval manuscripts
and the HDN project which continues the seminal work that
led to the DanteSources application where an ontology-based
approach was firstly employed. Finally, through the partici-
pation to the ARIADNEplus and SSHOC projects, the group
is actively involved in shaping the European landscape on
research Infrastructures in Archaeology and Social Sciences,
respectively. And through the participation to the MINGEI
project, the group is actively involved in experimenting with
narratives for the representation and reservation of intangible
craft heritage.

1.3 AI for Text
1.3.1 Learning to quantify
Learning to quantify has to do with training a predictor that
estimates the prevalence values of the classes of interest in a
sample of unlabelled data. This problem has particular rele-
vance in scenarios characterized by distribution shift (which
may itself be caused by either covariate shift or prior proba-
bility shift), since standard learning algorithms for training
classifiers are based on the IID assumption, which is violated
in scenarios characterized by distribution shift. The AI4Text
group has carried out active research on learning to quantify
since 2010.

One of our recent activities include our study [76] in which
we have looked back at past research on sentiment quantifi-
cation, and found that the different approaches to such a task
have been compared inappropriately, due to a faulty exper-
imental protocol. We have thus carried out a complete re-
assessment of these approaches, this time using a much more
robust protocol which involves a much more extensive experi-
mentation; also these results have upturned past conclusions
concerning the relative merits of such approaches.

In a different effort [12], we have devised new methods
for ordinal quantification, i.e., for the multiclass setting in
which a total order is defined among the classes of interest.
In this study, we first analyze the main drawbacks of cur-
rently available datasets for this task and then propose new,
more adequate ones. Using these datasets, we experimen-
taly compare most important existing algorithms for this task,
bringing together methods arising from different disciplines,
as well as new methods that we propose in our study. Our

newly proposed methods, that tackle the ordinal aspect of the
problem via a regularization penalty, proved superior in the
experimental evaluation we have carried out.

In a different study [74], we looked at a different setting
of multiclass problems: the multi-label setting. Surprins-
ingly enough, this multiclass scenario in which the classes of
interest are not mutually exclusive, has remained mostly un-
explored in the literature. In our study, we first offer a critical
overview of the few existing related work. We argued these
methods are naive, since they made no attempt to leverage
(i.e., to learn from) the stochastic dependencies among the
classes. Based on this observation, we propose the first truly
multi-label quantification methods, i.e., methods that, in order
to predict the relative frequencies of the classes, take into
account the correlations amongst the classes as inferred from
the training data. Our experiments prove that our methods
outperform, by a large margin, previously existing ones.

Three further activities in which we have engaged are:

• the organization of the 2nd International Workshop on
Learning to Quantify (LQ 2022)1 [39], which has taken
place in September 2022 as an hybrid event in Grenoble
(France);

• the organization of LeQua 20222 [44, 45, 46], the first
shared task entirely devoted to learning to quantify,
which has been organized under the umbrella of the
CLEF 2022 conference 3

1.3.2 Learning to classify text
The supervised approach to text classification (TC) is almost
30 years old; despite this, text classification continues to be
an active research topic, due to its central role in a number of
text analysis and text management tasks.

One problem we have worked on is cross-lingual TC, i.e.,
the task of leveraging training data for a “source” language in
order to perform TC in a different, “target” language for which
we have little or no training data. In [75] we have extended a
previously proposed method for heterogeneous transfer learn-
ing (called “Funnelling”) to leverage correlations in data that
are informative for the TC process; while Funnelling exploit
class-class correlations, our “Generalized Funnelling" system
also exploits word-class correlations, word-word correlations
(for which we employ MUSE embeddings), and correlations
between words-in-context, obtained via Multilingual BERT.

We are also working on the definition of user interfaces
and machine learning algorithms that support the activity of
classification of documents by humans. In this context, we
have developed the Interactive Classification System [43], a
first implementation of the concept of unobtrusive learning,
i.e., a machine learning paradigm in which the learning al-
gorithm observes the actions of the human annotators, never

1https://lq-2022.github.io/
2https://lequa2022.github.io/
3https://clef2022.clef-initiative.eu/

https://lq-2022.github.io/
https://lequa2022.github.io/
https://clef2022.clef-initiative.eu/
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interrupts them in any way, transparently updates the auto-
matic classification models, which are always available to
make predictions on new data.

1.3.3 Technology-assisted review
Technology-assisted review (TAR) is the task of supporting
the work of human annotators who need to “review” automat-
ically labelled data items, i.e., check the correctness of the
labels assigned to these items by automatic classifiers. Since
only a subset of such items can be feasibly reviewed, the goal
of these algorithms is to exactly identify the items whose re-
view is expected to be cost-effective. We have been working
on this task since 2018, proposing TAR risk minimization
algorithms that attempt to strike an optimal tradeoff between
the contrasting goals of minimizing the cost of human inter-
vention and maximizing the accuracy of the resulting labelled
data. An aspect of TAR we have worked on more recently is
improving the quality of the posterior probabilities that the
risk minimization algorithm receives as input by an automated
classifier. To this end, we have continued the study of the SLD
algorithm, exploring how it interacts with the Active Learning
(AL) protocols that can be used in TAR. Our study [73] found
that SLD fail to improve the posteriors when it is applied
to classifiers produced by means of AL procedures. We are
currently investigating variations of SLD to make work with
AL-generated classifiers.

1.3.4 Authorship analysis
Authorship analysis has to do with training predictors that
infer characteristics of the author of a document of unknown
paternity. We have worked on a sub-problem of authorship
analysis called authorship verification, which consists of train-
ing a binary classifier that decides whether a text of disputed
paternity is by a candidate author or not. Specifically, we
have concentrated on a renowned case study, the so-called
Epistle to Cangrande, written in medieval Latin apparently
by Dante Alighieri, but whose authenticity has been disputed
by scholars in the last century. To this end, we have built and
made available to the scientific community two datasets of
Medieval Latin texts, which we have used for training two
separate predictors, one for the first part of the Epistle (which
has a dedicatory nature) and one for the second part (which is
instead a literary essay). The authorship verifiers that we have
built indicate, although with different degrees of certainty, that
neither the first nor the second part of the Epistle are by Dante.
These predictions are corroborated by the fact that, once tested
according to a leave-one-out experimental protocol on the two
datasets, the two predictors exhibit extremely high accuracy
[38].

An additional research we have carried out concerning au-
thorship analysis for prose texts written in the Latin language,
is the study of how features derived from “syllabic quantity”
can impact the accuracy of predictors [36, 37]. Syllabic quan-
tity is an attribute of words, and it is well-known how different
Latin authors used different syllabic quantity patterns in their
writings. Our study has determined that extracting syllabic

quantity from Latin prose texts is beneficial for authorship
attribution.

Based on this evidence, we have further investigated the
extent to which rhythmic features can be similarly beneficial
for other Latin-derived languages, like Spanish. In particu-
lar, we have observed that a combination of rhythmic pat-
terns extracted from the analysis of accentuation, along with
pyscholinguistic features [34] and other topic-agnostic fea-
tures [35], can indeed be of help for analyzing authorial traits
of political speeches.

1.3.5 Native language identification
Native language identification (NLI) is the task of training
(via supervised machine learning) a classifier that guesses the
native language of the author of a text written in a different
language. This task has been extensively researched in the
last decade, and the performance of NLI systems has steadily
improved over the years. While working on the NLI task
[9], we focused on analysing the internals of an NLI clas-
sifier trained by an explainable machine learning algorithm,
in order to obtain explanations of its classification decisions,
with the ultimate goal of gaining insight into which linguistic
phenomena “give a speaker’s native language away”. We used
this perspective in order to tackle both NLI and a (much less
researched) companion task, i.e., guessing whether a text has
been written by a native or a non-native speaker.

1.4 Computer Vision
1.4.1 Visual Counting
The counting task aims to estimate the number of objects
instances, like people or vehicles, in still images or videos.
Current solutions are formulated as supervised deep learning-
based problems belonging to one of two main categories:
counting by detection and counting by regression. Detection-
based approaches require prior detection of single instances
of objects. On the other hand, regression-based techniques
try to establish a direct mapping between the image features
and the number of objects in the scene, either directly or
via the estimation of a target map, such as a density map
(i.e., a continuous-valued), and it is more effective in highly-
occluded scenarios.

In [27], we propose a novel solution to improve car count-
ing in parking lots when scaled up with multi-camera setups.
We introduce a multi-camera system that combines a CNN-
based technique, which can locate and count vehicles present
in images belonging to individual cameras, along with a de-
centralized geometry-based approach that is responsible for
aggregating the data gathered from all the devices and esti-
mating the number of cars present in the entire parking lot.
A remarkable peculiarity of our solution is that it performs
the task directly on the edge devices, i.e., the smart cameras
— vision systems with limited computational capabilities able
to capture images, extract information from them, make deci-
sions, and communicate with other devices.

On the other hand, in [3], we proposed a video-based
counting technique that estimates the number of people present
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in clips gathered from surveillance cameras by taking advan-
tage of the temporal correlation between consecutive frames.

Recently, we also tackled the task of counting cells in
microscopy images [23, 25]. We describe this activity in more
detail in Section 1.6.1.

1.4.2 Human Activity Monitoring
As evidenced during the recent COVID-19 pandemic, there
are scenarios in which ensuring compliance with a set of guide-
lines (such as wearing medical masks and keeping a certain
physical distance among people) becomes crucial to secure a
safe living environment. However, human supervision could
not always guarantee this task, especially in crowded scenes.
In [40], we presented an embedded modular Computer Vision-
based and AI-assisted system that can carry out several tasks
to help monitor individual and collective human safety rules.
We strove for a real-time but low-cost system, thus complying
with the compute- and storage-limited resources availability
typical of off-the-shelves embedded devices, where images
are captured and processed directly onboard. Our solution con-
sists of multiple modules relying on well-researched neural
network components, each responsible for specific functionali-
ties that the user can easily enable and configure. In particular,
by exploiting one of these modules or combining some of
them, our framework makes available many capabilities. They
range from the ability to estimate the so-called social distance
to the estimation of the number of people present in the moni-
tored scene, as well as the possibility to localize and classify
Personal Protective Equipment (PPE) worn by people (such as
helmets and face masks). To validate our solution, we tested
all the functionalities that our framework makes available over
two novel datasets that we collected and annotated on purpose.
Experiments showed that our system provides a valuable asset
to monitor compliance with safety rules automatically.

1.4.3 Object Detection for Man OverBoard Rescue
Modern Unmanned Aerial Vehicles (UAV) equipped with
cameras can play an essential role in speeding up the iden-
tification and rescue of people who have fallen overboard,
i.e., man overboard (MOB). To this end, many AI-based tech-
niques have achieved outstanding results in localizing and
recognizing people and objects in images and video frames
in recent years. However, evaluating these approaches (or
developing new ones) in a MOB scenario is difficult due to
the lack of labeled data. To fill this gap, in [14], we collected
and publicly released a large-scale dataset of aerial footage
of people who, being in the water, simulated the need to be
rescued [15]. Our dataset, named MOBDrone, contains 66
video clips with 126;170 frames manually annotated with
more than 180K bounding boxes (of which more than 113K
belonging to the person category). The videos were gathered
from one UAV flying at an altitude of 10 to 60 meters above
the mean sea level. In the paper, we introduced our dataset,
and we described the data collection and annotation processes.
Moreover, we presented an in-depth experimental analysis of
the performance of several state-of-the-art object detectors on

this newly established MOB scenario, serving as baselines.

1.4.4 Learning from Virtual Worlds
In the new spring of artificial intelligence, particularly in its
sub-field known as machine learning, a significant series of
important results have shifted the focus of industrial and re-
search communities toward the generation of valuable data
from which learning algorithms can be trained. In the era
of big data, the availability of real input examples to train
machine learning algorithms is not considered an issue for
several applications. However, there is not such an abundance
of training data for several other applications. Sometimes,
even if data is available, it must be manually revised to make
it usable as training data (e.g., by adding annotations, class
labels, or visual masks), with a considerable cost. Although
a series of annotated datasets are available and successfully
used to produce noteworthy academic results and commer-
cially profitable products, there is still a considerable amount
of scenarios where laborious human intervention is needed to
produce high-quality training sets. An appealing solution is
to gather synthetic data from virtual environments resembling
the real world, where the labels are automatically collected
by interacting with the graphical engine. In [50] and [51],
we presented and publicly released CrowdSim2, a new syn-
thetic collection of images gathered from a simulator based
on the Unity graphical engine suitable for people and vehi-
cle detection and tracking [89]. It consists of thousands of
images gathered from various synthetic scenarios resembling
the real world, where we varied some factors of interest, such
as the weather conditions and the number of objects in the
scenes. The labels are automatically collected and consist of
bounding boxes that precisely localize objects belonging to
the two object classes, leaving out humans from the annota-
tion pipeline. We exploited this new benchmark as a testing
ground for some state-of-the-art detectors and trackers, show-
ing that our simulated scenarios can be a valuable tool for
measuring their performances in a controlled environment.
Following the same approach, in [19], we tackle falling peo-
ple detection from RGB cameras exploiting synthetic data
generated from a video game engine. Falling is one of the
most common causes of injury, and early detection can ensure
appropriate intervention. A typical limitation in commonly
used approaches is the lack of generalization to unseen envi-
ronments mainly due to the unavailability of large-scale and
varied datasets. In this work, we mitigate these limitations
with a general-purpose object detector trained using a virtual
world dataset in addition to real-world images. Through exten-
sive experimental evaluation, we verified that by training our
models on synthetic images as well, we were able to improve
their ability to generalize.

1.4.5 Video Violence Detection
Automatic detection of violent actions in videos is a challeng-
ing yet important task in many real-world scenarios since it is
crucial for investigating the harmful abnormal contents from
vast amounts of surveillance video data. One of the poten-
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tial places in which an automatic violence detection system
should be developed is public transport, such as buses, trains,
etc. However, evaluating the existing approaches (or creating
new ones) in this scenario is dif�cult due to the lack of labeled
data. Although some annotated datasets for video violence
detection in general contexts already exist, the same cannot be
said for the case of public transport environments. To �ll this
gap, in [26], we introduced a benchmark speci�cally designed
for this scenario. We collected and publicly released [49] a
large-scale dataset gathered from multiple cameras located
inside a moving bus where several people simulated violent
actions, such as stealing an object from another person, �ght-
ing between passengers, etc. Our dataset, namedBus Violence,
contains 1,400 video clips manually annotated as having or
not violent scenes. Furthermore, we presented an in-depth
experimental analysis of the performance of several state-
of-the-art video violence detectors in this newly established
scenario, serving as baselines. Speci�cally, we employed our
Bus Violencedataset as a testing ground for evaluating the
generalization capabilities of some of the most popular Deep
Learning-based architectures suitable for video violence de-
tection, pre-trained over general violence detection databases
present in the literature. Indeed, theDomain Shiftproblem,
i.e., the domain gap between the train and the test data distri-
butions, is one of the most critical concerns affecting Deep
Learning techniques, and it has become paramount to measure
the performance of these algorithms against scenarios never
seen during the supervised learning phase.

1.5 Multimedia Information Retrieval
1.5.1 Video Browsing
Video data is the fastest growing data type on the Internet, and
because of the proliferation of high-de�nition video cameras,
the volume of video data is exploding. This data explosion in
the video area has led to push research on large-scale video
retrieval systems that are effective, fast, and easy to use for
content search scenarios.

Within this framework, we developed a content-based
video retrieval system VISIONE4, which also competed at
the Video Browser Showdown (VBS), an international video
search competition that evaluates the performance of interac-
tive video retrievals systems. The tasks evaluated during the
competition are:Known-Item-Search (KIS), textual KISand
Ad-hoc Video Search (AVS). The visual KIS task models the
situation in which someone wants to �nd a particular video
clip that he has already seen, assuming that it is contained
in a speci�c collection of data. In the textual KIS, the target
video clip is no longer visually presented to the participants
of the challenge but it is rather described in details by text.
This task simulates situations in which a user wants to �nd
a particular video clip, without having seen it before, but
knowing the content of the video exactly. For the AVS task,
instead, a textual description is provided (e.g. “A person play-
ing guitar outdoors") and participants need to �nd as many

4http://visione.isti.cnr.it/

correct examples as possible, i.e. video shots that �t the given
description.

VISIONE partecipated to VBS in 2019, 2021, and 2022.
In [55], we described the 2021 competition settings, tasks and
results and give an overview of state-of-the-art methods used
by the competing systems. In [1] we presented the last release
of the system that in the 2022 competition ranked �rst in the
KIS visual task, and third in the entire competition.

VISIONE integrates several search functionalities that al-
low a user to search for a target video segment by formulating
textual and visual queries, which can be also combined with
a temporal search. In particular it supportsfree text search,
spatial color and object search, visual similarity search, and
semantic similarity search.

VISIONE is based on state-of-the-art deep learning ap-
proaches for the visual content analysis and exploits highly
ef�cient indexing techniques to ensure scalability. In particu-
lar, it uses speci�cally designed textual encodings for indexing
and searching video content. This aspect of our system is cru-
cial: we can exploit the latest text search engine technologies,
which nowadays are characterized by high ef�ciency and scal-
ability, without the need to de�ne a dedicated data structure
or even worry about implementation issues.

In the last decade, user-centric video search competitions,
such as VBS, have facilitated the evolution of interactive video
search systems. So far, these competitions focused on a small
number of search task categories, with few attempts to change
task category con�gurations. In [63] we provided a structured
description of a task category space for user-centric video
search competitions. Using this concept of category space,
new user-centric video search competitions can be designed to
benchmark video search systems from different perspectives.
We further analysed the three task categories considered so far
at the Video Browser Showdown and discussed possible (but
sometimes challenging) shifts within the task category space.

1.5.2 Similarity Search
Searching a data set for the most similar objects to a given
query is a fundamental task in many branches of computer
science, including pattern recognition, computational biology,
and multimedia information retrieval, to name but a few. This
search paradigm, referred to assimilarity search, overcomes
limitations of traditionalexact-match searchthat is neither
feasible nor meaningful for complex data (e.g., multimedia
data, vectorial data, time-series, etc.). In our research, we
mainly focus onmetric searchmethods, which are based on
the assumption that data objects are represented as elements of
a space(D;d) where the metric functiond provides a measure
of the closeness (i.e. dissimilarity) of the data objects. A
proximity query is de�ned by a query objectq 2 D and a
proximity condition, such as “�nd all the objects within a
threshold distance ofq” ( range query) or “�nding the k closest
objects toq” (k-nearest neighbour query). The exact response
to a query is the set of all the data objects that satisfy the
considered proximity condition. Providing an exact response
to a proximity query is not feasible if the search space is

http://visione.isti.cnr.it/
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very large or it has a high intrinsic dimensionality since in
such cases, the exact search rarely outperforms a sequential
scan (phenomenon known as thecurse of dimensionality). To
overcome this issue, the research community has developed a
wide spectrum of techniques forapproximate search, which
have higher ef�ciency though at the price of some imprecision
in the results (e.g. some relevant results might be missing or
some ranking errors might occur).

All attempts to search a �nite space ef�ciently, whether
exactly or approximately, rely on using a data partitioning. A
partition is an equivalence relation de�ned over the space so
that each element of the space is contained within precisely
one of the equivalence classes of the partition. At query time
some set of principles are employed to include or exclude
some partitions from the search, i.e. if the query is within
one equivalence class, then one or more other classes either
cannot, or probably do not, contain any of its solutions.

In [33, 91] we presented a generalised treatment of exclu-
sion power for binary partitions. Our model abstracts over
the partition type and we have shown its application to ball
partitions, generalised hyperplane partitions and 4-point parti-
tions. Exclusion power explains the well known differences
in the number of exclusions that are possible with respect to
both the dimensionality of the data and partition balance ratio.
Understanding the probability of exclusion power determines
if a dataset can be usefully queried at all using an exact metric
search, i.e. if the size of candidate set is a small fraction of the
size of the total dataset. This is useful in its own right since it
may be applied independently of any particular algorithm to
establish the amount of exclusion that is potentially possible.

1.5.3 Relational Cross-Modal Visual-Textual Retrieval
In the growing area of computer vision, modern deep-learning
architectures are quite good at tasks such as classifying or rec-
ognizing objects in images. Recent studies, however, demon-
strated the dif�culties of such architectures to intrinsically
understand a complex scene to catch spatial, temporal and
abstract relationships among objects. Motivated by these limi-
tations of the content-based information retrieval methods, we
tried to explicitly handle relationships in multi-modal data, us-
ing attentive models. Speci�cally, we addressed the problem
of cross-modal visual-textual retrieval, which consists in �nd-
ing pictures given a natural language description as a query
(sentence-to-image retrieval) or vice-versa (image-to-sentence
retrieval). This task requires a deep understanding of both
intra and inter-modal relationships to be effectively solved.
This research direction has been deeply investigated in the
PhD thesis by Messina (Section 4.1.2). Furthermore, we built
on two earlier-presented architectures, TERN and TERAN, to
develop ALADIN [70], a cross-modal architecture able to ef-
fectively and ef�ciently search large databases of images given
a natural language description. Speci�cally, we employed as a
backbone a large pre-trained vision-language transformer in a
two-stream con�guration with two different heads on top. The
alignmenthead is able to obtain a �ne-grained region-word
alignment keeping the context into consideration. Despite

its effectiveness, the alignment head is heavier to compute
at inference time. Thematchinghead, on the other hand,
implements the matching of global features extracted from
the visual-textual backbones in a common embedding space,
where k-NN search is really fast. This space is optimized by
distilling the scores coming from the alignment head, through
a learning-to-rank training mechanism. We showed that this
simple pipeline is better than previously proposed architec-
tures for creating compact relational cross-modal descriptions
that can be used for ef�cient similarity search.

This novel technique was integrated into VISIONE, a
large-scale video retrieval tool developed by our group (see
Section 1.5.1).

1.6 Medical Imaging
During this year, we applied our expertise on vision-based AI
systems to research and develop healthcare and life science ap-
plications in collaboration with the Institute of Neuroscience
of the CNR of Pisa. Our activity concerned the automatic anal-
ysis of medical images such as cell counting in �uorescence
microscopy images, real-time pupillometry in IR images on
mice and humans subjects, and detection of dementia disease
from 3D MRI data. We describe the activities in detail in the
following sections.

1.6.1 Cell Detection and Counting
Detection and counting of biological structures are among
the earliest �elds revolutionized by arti�cial neural networks
now dominating state-of-the-art. Indeed, this task is crucial
for the diagnosing of many diseases. To this end, several
vision models (mostly convolutional networks) have been
successfully adopted to localize, segment, and count cells or
other structures from microscopy images and even provide
counting-density estimation particularly effective in “crowded”
scenarios. In [23], we investigated three baseline solutions
belonging to the three main counting methodologies — a
segmentation-basedapproach, alocalization-basedapproach,
and acount-density estimationapproach — that have been suc-
cessfully exploited for counting several different categories
of objects, such as people and vehicles, and that represent
the conceptual basis also for the cell counting techniques.
Speci�cally, in addition to comparing the performance of
these considered methods against state-of-the-art cell coun-
ters using established counting evaluation metrics, we also
measured the ability of the models to localize the counted
cells correctly. We showed that commonly adoptedcounting
metrics (like mean absolute error) do not always agree with
thelocalizationperformance of the tested models, and thus
we suggested measuring both whenever possible to facilitate
the practitioner in picking the most suitable solution.

It is worth noting that the success of these methods as-
sumes the availability of a representative set of images with
well-labeled biological structures. However, when trying to
detect and count cells with non-trivial patterns on a large scale,
several factors can produce weak labels: raters can incur er-
rors due to fatigue or inexperience (common when hiring
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less-experienced raters to reduce labeling time) or have differ-
ent judgments that can span from conservative to liberal when
assigning labels. In [25], we investigated cell counting under
the assumption of weak multi-rater labels, that is, in the pres-
ence of non-negligible disagreement between multiple raters.
Speci�cally, we proposed a two-stage counting methodology
that we tested against a novel weakly-labeled dot-annotated
dataset that we publicly released [24]. It consists of a collec-
tion of �uorescence microscopy images of mice brain slices
containing Perineuronal Nets (PNNs), extracellular matrix
aggregates surrounding the cell body of a large number of
neurons throughout the nervous system. Multiple expert raters
have labeled a small part of the dataset; nonetheless, the max-
imum agreement between raters is roughly 70%, highlighting
the need for an automated counting technique that accounts
for uncertain patterns. We showed through experimental eval-
uation that our proposed two-stage pipeline, independently
from the speci�c implementation of each stage, can improve
the performance of several state-of-the-art counting methods
on multiple ground-truth settings, from liberal to conservative
ones.

1.6.2 Dementia Detection from 3D Imaging
Behavioral variant frontotemporal dementia (bvFTD) is a neu-
rodegenerative syndrome whose clinical diagnosis remains a
challenging task especially in the early stage of the disease.
Currently, the presence of frontal and anterior temporal lobe
atrophies on magnetic resonance imaging (MRI) is part of the
diagnostic criteria for bvFTD. However, MRI data processing
is usually dependent on the acquisition device and mostly re-
quire human-assisted crafting of feature extraction. Following
the impressive improvements of deep architectures, in [41]
we report on bvFTD identi�cation using various classes of
arti�cial neural networks, and present the results we achieved
on classi�cation accuracy and obliviousness on acquisition
devices using extensive hyperparameter search. In particular,
we will demonstrate the stability and generalization of differ-
ent deep networks based on the attention mechanism, where
data intra-mixing confers models the ability to identify the
disorder even on MRI data in inter-device settings, i.e., on
data produced by different acquisition devices and without
model �ne tuning, as shown from the very encouraging per-
formance evaluations that dramatically reach and overcome
the 90% value on the AuROC and balanced accuracy metrics.

1.7 Quantum Machine Learning
In recent years, Quantum Computing witnessed massive im-
provements both in terms of resources availability and algo-
rithms development. The ability to harness quantum phe-
nomena to solve computational problems is a long-standing
dream that has drawn the scienti�c community's interest since
the late '80s. In this regard, quantum computers might of-
fer new solutions that exploit quantum phenomena such as
interference, superposition, and entanglement. Such a char-
acteristic is expected to speed up the computational time and
to reduce the requirements for extensive resources, yielding

the concepts ofquantum advantageandquantum supremacy.
In the last two decades, there has been a strong interest and
commitment in the scienti�c community to develop quantum
algorithms to solve Machine Learning problems, giving life
to the �eld of Quantum Machine Learning.

In such a context, we posed our contribution [66]. First,
we provided a gentle introduction to several basic notions
about quantum mechanics, quantum information, and quan-
tum computational models. Finally, we gathered, compared
and analyzed the current state-of-the-art concerning Quantum
Perceptrons and Quantum Neural Networks by discerning
among theoretical formulations, simulations, and implemen-
tations on real quantum devices. The result is a thorough
survey on the �eld of Quantum Neural Networks, which can
be used as a guide by beginners, as well as a reference for
more experienced practitioners. Moreover, we collected and
organized the most relevant papers on this �eld on a GitHub
page5 allowing the interested readers to easily and quickly
browse through the research literature.

1.8 Fighting misinformation
1.8.1 Deep Fake Detection
Detecting deep fakes has become a crucial task in modern
society as sophisticated generative methods are increasingly
being used to create fake images, videos, or news through
social bots. Such ad-hoc-generated content is spread on the
web, mostly via social networks, and is used to spread misin-
formation and fake news to contaminate public debate. Deep
fake images and videos can harm public �gures and spread
fake news, so prompt detection is essential to prevent their
spread. In this context, we have done a lot of work both in-
vestigating the problems of deepfake detection and proposing
other solutions, in particular:

• Development of a new hybrid deepfake detection method,
namely Convolutional Cross Vision Transformer [28],
consisting of a Cross Vision Transformer and an Ef�cientNet-
B0 that was able to achieve state-of-the-art results on
DFDC [42] and FaceForensics++ [85] datasets while
maintaining a low number of parameters;

• Participation in the ICIAP 2021 Face Deepfake Detec-
tion Challenge, which resulted in a paper summarising
the various solutions presented by participants[53];

• Investigated the generalisation capability of various
deep learning architectures on the deepfake detection
task with the works [29];

• Development of a deepfake detector, called MINTIME
[31], capable of effectively handling real-world situ-
ations such as multi-identity videos or variations in
face-frame area ratio

5https://github.com/fvmassoli/survey-quantum-
computation
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Research activity reports of the previous years can be
found in [78, 77].

2. Projects & Activities

2.1 EU Projects

In January 2019, the AI4EU consortium was established
to build the �rst European Arti�cial Intelligence On-Demand
Platform and Ecosystem with the support of the European
Commission under the H2020 programme. The activities of
the AI4EU project include:

• The creation and support of a large European ecosys-
tem spanning the 28 countries to facilitate collabora-
tion between all Europeans actors in AI (scientists, en-
trepreneurs, SMEs, Industries, funding organizations,
citizens. . . );

• The design of a European AI on-Demand Platform to
support this ecosystem and share AI resources produced
in European projects, including high-level services, ex-
pertise in AI research and innovation, AI components
and datasets, high-powered computing resources and
access to seed funding for innovative projects using the
platform;

• The implementation of industry-led pilots through the
AI4EU platform, which demonstrates the capabilities of
the platform to enable real applications and foster inno-
vation; Research activities in �ve key interconnected AI
scienti�c areas (Explainable AI, Physical AI ,Veri�able
AI, Collaborative AI, Integrative AI), which arise from
the application of AI in real-world scenarios;

• The funding of SMEs and start-ups bene�tting from AI
resources available on the platform (cascade funding
plan of¤ 3M) to solve AI challenges and promote new
solutions with AI; The creation of a European Ethical
Observatory to ensure that European AI projects adhere
to high ethical, legal, and socio-economical standards;

• The production of a comprehensive Strategic Research
Innovation Agenda for Europe; The establishment of
an AI4EU Foundation that will ensure a handover of
the platform in a sustainable structure that supports the
European AI community in the long run.

The leader of the AIMH team participating in AI4EU is
Giuseppe Amato.

Arti�cial Intelligence for the Society and the Media Indus-
try (AI4Media) is a network of research excellence centres

delivering advances in AI technology in the media sector.
Funded under H2020-EU.2.1.1., AI4Media started in Septem-
ber 2020 and will end in August 2024.

Motivated by the challenges, risks and opportunities that
the wide use of AI brings to media, society and politics,
AI4Media aspires to become a centre of excellence and a
wide network of researchers across Europe and beyond, with
a focus on delivering the next generation of core AI advances
to serve the key sector of Media, to make sure that the Eu-
ropean values of ethical and trustworthy AI are embedded
in future AI deployments, and to reimagine AI as a crucial
bene�cial enabling technology in the service of Society and
Media.

The leader of the AIMH team participating in AI4Media
is Fabrizio Sebastiani.

The ARIADNEplus project is the extension of the previ-
ous ARIADNE Integrating Activity, which successfully inte-
grated archaeological data infrastructures in Europe, indexing
in its registry about 2.000.000 datasets. ARIADNEplus will
build on the ARIADNE results, extending and supporting the
research community that the previous project created and fur-
ther developing the relationships with key stakeholders such
as the most important European archaeological associations,
researchers, heritage professionals, national heritage agencies
and so on. The new enlarged partnership of ARIADNEplus
covers all of Europe. It now includes leaders in different
archaeological domains like palaeoanthropology, bioarchaeol-
ogy and environmental archaeology as well as other sectors
of archaeological sciences, including all periods of human
presence from the appearance of hominids to present times.
Transnational Activities together with the planned training
will further reinforce the presence of ARIADNEplus as a key
actor. The technology underlying the project is state-of-art.
The ARIADNEplus data infrastructure will be embedded in
a cloud that will offer the availability of Virtual Research
Environments where data-based archaeological research may
be carried out. The project will furthermore develop a Linked
Data approach to data discovery. Innovative services will be
made available to users, such as visualization, annotation, text
mining and geo-temporal data management. Innovative pilots
will be developed to test and demonstrate the innovation po-
tential of the ARIADNEplus approach. Fostering innovation
will be a key aspect of the project, with dedicated activities
led by the project Innovation Manager.

The Mingei Project explores the possibilities of repre-
senting and making accessible both tangible and intangible
aspects of craft as cultural heritage (CH). Heritage Crafts
(HCs) involve craft artefacts, materials, and tools and encom-
pass craftsmanship as a form of Intangible Cultural Heritage.
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Intangible HC dimensions include dexterity, know-how, and
skilled use of tools, as well as, tradition, and identity of the
communities in which they are, or were, practiced. HCs are
part of the history and have impact upon the economy of the ar-
eas in which they �ourish. The signi�cance and urgency to the
preservation of HCs is underscored, as several are threatened
with extinction. Despite their cultural signi�cance efforts for
HC representation and preservation are scattered geographi-
cally and thematically. Mingei provides means to establish
HC representations based on digital assets, semantics, existing
literature and repositories, as well as, mature digitisation and
representation technologies. These representations will cap-
ture and preserve tangible and intangible dimensions of HCs.
Central to craftsmanship is skill and its transmission from
master to apprentice. Mingei captures the motion and tool
usage of HC practitioners, from Living Human Treasures and
archive documentaries, in order to preserve and illustrate skill
and tool manipulation. The represented knowledge will be
availed through experiential presentations, using storytelling
and educational applications and based on Advanced Reality,
Mixed Reality and the Internet. The project has started on
December 1, 2019 and will last 3 years.

The main objective of this Action, entitled MULTI-modal
Imaging of FOREnsic SciEnce Evidence (MULTI-FORESEE)-
tools for Forensic Science6, is to promote innovative, multi-
informative, operationally deployable and commercially ex-
ploitable imaging solutions/technology to analyse forensic
evidence.

Forensic evidence includes, but not limited to, �nger-
marks, hair, paint, bio�uids, digital evidence, �bers, docu-
ments and living individuals. Imaging technologies include
optical, mass spectrometric, spectroscopic, chemical, physical
and digital forensic techniques complemented by expertise in
IT solutions and computational modelling.

Imaging technologies enable multiple physical and chem-
ical information to be captured in one analysis, from one
specimen, with information being more easily conveyed and
understood for a more rapid exploitation. The enhanced value
of the evidence gathered will be conducive to much more
informed investigations and judicial decisions thus contribut-
ing to both savings to the public purse and to a speedier and
stronger criminal justice system.

The Action will use the unique networking and capacity-
building capabilities provided by the COST framework to
bring together the knowledge and expertise of Academia,
Industry and End Users. This synergy is paramount to boost
imaging technological developments which are operationally
deployable.

6https://multiforesee.com/

The leader of the AIMH team participating in MultiFore-
see is Giuseppe Amato.

SoBigData++ is a project funded by the Eu-
ropean Commission under the H2020 Programme INFRAIA-
2019-1, started Jan 1 2020 and ending Dec 31, 2023. SoBig-
Data++ proposes to create the Social Mining and Big Data
Ecosystem: a research infrastructure (RI) providing an inte-
grated ecosystem for ethic-sensitive scienti�c discoveries and
advanced applications of social data mining on the various di-
mensions of social life, as recorded by “big data”. SoBigData
plans to open up new research avenues in multiple research
�elds, including mathematics, ICT, and human, social and
economic sciences, by enabling easy comparison, re-use and
integration of state-of-the-art big social data, methods, and
services, into new research. It plans to not only strengthen the
existing clusters of excellence in social data mining research,
but also create a pan-European, inter-disciplinary commu-
nity of social data scientists, fostered by extensive training,
networking, and innovation activities.

The leader of the AIMH team participating in SoBig-
Data++ is Alejandro Moreo.

Social and hUman ceNtered XR (SUN) is a project funded
by the European Commission under the H2020 Programme
HORIZON-CL4-2022-HUMAN-01-14, started Dec 1 2022
and ending Nov 30 2025. SUN aims at investigating and
developing extended reality (XR) solutions that integrate the
physical and the virtual world in a convincing way, from a
human and social perspective. The virtual world will be a
means to augment the physical world with new opportunities
for social and human interaction.

Our institute is the leading partner of the project and the
coordinator is Giuseppe Amato.

Social Sciences & Humanities Open Cloud (SSHOC) is
a project funded by the EU framework programme Horizon
2020 and unites 20 partner organisations and their 27 asso-
ciates in developing the social sciences and humanities area of
the European Open Science Cloud (EOSC). SSHOC partners
include both developing and fully established European Re-
search Infrastructures from the social sciences and humanities,
and the association of European research libraries (LIBER).
The goal of the project is to transform the social sciences
& humanities data landscape with its disciplinary silos and
separate facilities into an integrated, cloud-based network of
interconnected data infrastructures. To promote synergies and
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open science initiatives between disciplines, and accelerate
interdisciplinary research and collaboration, these data infras-
tructures will be supported by the tools and training which
allow scholars and researchers to access, process, analyse,
enrich and compare data across the boundaries of individual
repositories or institutions. SSHOC will continuously moni-
tor ongoing developments in the EOSC so as to conform to
the necessary technical and other requirements for making
the SSHOC services sustainable beyond the duration of the
project. Some of the results obtained by the AIMH team in-
volved in SSHOC have been presented in [NN] The leader of
the AIMH team participating in SSHOC is Cesare Concordia.
https://sshopencloud.eu

2.2 CNR National Virtual Lab on AI
Fabrizio Falchi has coordinated, together with Sara Colanto-
nio, the activities of the National Virtual Lab of CNR on Ar-
ti�cial Intelligence. This initiative connects about 90 groups
in 22 research institutes of 6 departments of the whole CNR.
The Nationtal Virtual Lab on AI aims at proposing a strategic
vision and big and long-term projects.

2.3 National Projects
AI-MAP
AI-MAP is a project funded by Regione Toscana that aims
at analyzing digitized historical geographical regional maps
using deep learning methods to increase the availability and
searchability of the digitized documents. The main objec-
tives of the project is to develop automatic or semi-automatic
pipelines for denoising/repairing of the digitized documents,
handwritten toponym localization and transcription. The ac-
tivities are mainly conducted in the context of this project by
Fabio Carrara under the scienti�c coordination of Giuseppe
Amato.

AI4CHSites
AI4CHSites is a project funded by Regione Toscana that aims
at analyzing visual content from surveillance camera in a
touristic scenario. Partners of the project are: Opera della
Primaziale Pisana and INERA srl. The activities in the context
of this project are mainly conducted by Nicola Messina under
the scienti�c coordination of Fabrizio Falchi.

HDN
Hypermedia Dante Network (HDN) is a three year (2020-
2023) Italian National Research Project (PRIN) which aims
to extend the ontology and tools developed by AIMH team
to represent the sources of Dante Alighieri's minor works to
the more complex world of the Divine Comedy. In particular,
HDN aims to enrich the functionalities of the DanteSources
Web application (https://dantesources.dantenetwork.it/) in or-
der to ef�ciently recover knowledge about the Divine Comedy.
Relying on some of the most important scienti�c institutions
for Dante studies, such as the Italian Dante Society of Flo-
rence, HDN makes use of specialized skills, essential for
the population of ontology and the consequent creation of a

complete and reliable knowledge base. Knowledge will be
published on the Web as Linked Open Data and will be access
through a user-friendly Web application.

IMAGO

The IMAGO (Index Medii Aevi Geographiae Operum) is
a three year (2020-2023) Italian National Research Project
(PRIN) that aims at creating a knowledge base of the criti-
cal editions of Medieval and Humanistic Latin geographical
works (VI-XV centuries). Up to now, this knowledge has been
collected in many paper books or several databases, making
it dif�cult for scholars to retrieve it easily and to produce a
complete overview of these data. The goal of the project is
to develop new tools that satisfy the needs of the academic
research community, especially for scholars interested in Me-
dieval and Renaissance Humanism geography. Using Seman-
tic Web technologies, AIMH team will develop an ontology
providing the terms to represent this knowledge in a machine-
readable form. A semi-automatic tool will help the scholars to
populate the ontology with the data included in authoritative
critical editions. Afterwards, the tool will automatically save
the resulting graph into a triple store. On top of this graph, a
Web application will be developed, which will allow users to
extract and display the information stored in the knowledge
base in the form of maps, charts, and tables.

INAROS

INtelligenza ARti�ciale per il mOnitoraggio e Supporto agli
anziani (INAROS) is a 2-year project funded by Regione
Toscana, Istituto di Scienza e Tecnologie dell'Informazione
“A.Faedo" (ISTI) del CNR, Visual Engines srl. The main goal
of the INAROS project is to build solutions for monitoring and
surveillance of the elderly based on the use of autonomous
smart cameras. Computer vision algorithms will be developed
by leveraging arti�cial intelligence, in particular deep learn-
ing to automatically and in real time analyze video streams
from smart cameras positioned in the home environment. To
achieve these results, techniques will be developed for the
tracking and detection of the elderly person's activity in the
home environment and for the discovery of new activities
and abnormalities of the elderly through off-line analysis of
temporal patterns of learned events. Claudio Gennaro is the
scienti�c coordinator of the project.

WAC@Lucca

WeAreClouds@Lucca carries out research and development
activities in the �eld of monitoring public places, such as
squares and streets, through cameras and microphones with
arti�cial intelligence technologies, in order to collect useful
information both for the evaluation of tourist �ows and their
impact. on the city, both for purposes of automatic identi�-
cation of particular events of interest for statistical purposes
or for security. The project is funded by Fondazione Cassa
di Risparmio di Lucca and Comune di Lucca is a partner.
Fabrizio Falchi is the scienti�c coordinator of the project.
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NAUSICAA
NAUSICAA - “NAUtical Safety by means of Integrated
Computer-Assistance Appliances 4.0" is a project funded by
the Tuscany region (CUP D44E20003410009). The project
aims at creating a system for medium and large boats in which
the conventional control, propulsion, and thrust systems are
integrated with a series of latest generation sensors (e.g., li-
dar systems, cameras, radar, drones) for assistance during the
navigation and mooring phases. In the project, the AIMH
researchers are mainly involved in developing techniques for
the automatic analysis of video streams from cameras on
boats and aerial drones based on arti�cial intelligence meth-
ods. Models and methods will be developed in particular for
the recognition and tracking of people and objects in the water
(e.g. for rescuing people at sea).

3. Papers

In this section, we report the complete list of paper we pub-
lished in 2022 organized in four categories: journals, proceed-
ings, magazines, others, and pre-prints.

3.1 Journals
In this section, we report the paper we published (or accepted
for publication) in journals during 2022, in alphabetic order
of the �rst author. Our works were published in the following
journals (ordered by Impact Factor):

• ACM Computing Surveys
ACM, IF 14.324: [66]

• Medical Image Analysis
Elsevier, IF 13.828: [25]

• Expert Systems with Applications
Elsevier, IF 8.665: [40, 27]

• Computers in Biology and Medicine
Elsevier, IF 6.698: [41]

• Human Molecular Genetics
Oxford University Press, IF 5.121: [93]

• Neural Computing and Applications
Springer, IF 5.102: [58]

• ACM Transactions on Information Systems
ACM, IF 4.657: [75]

• Sensors
MDPI, IF 3.847: [26]

• PLOS ONE
Public Library of Science, IF 3.752: [76]

• IEEE Access
IEEE, IF 3.476: [43]

• Journal of the Association for Information Science and Tech-
nology
Wiley, IF 3.275: [37]

• International Journal of Multimedia Information Retrieval
Springer, IF 3.205: [55]

• ACM Journal of Computing and Cultural Heritage
ACM, IF : 2.047 [38, 80]

• Heritage
MDPI, IF to be assigned: [94]

• Journal of Imaging
MDPI, IF to be assigned: [54]

• Information
MDPI, IF to be assigned: [17]

• International Journal on Digital Libraries
Springer, IF to be assigned: [90, 7]

3.1.1
Behavioral impulsivity is associated with pupillary alter-
ations and hyperactivity in CDKL5 mutant mice
A. Viglione, G. Sagona, F. Carrara, G. Amato, V. Totaro, L.
Lupori, E. Putignano, T. Pizzorusso, R. Mazziotti Human
Molecular Genetics, Oxford University Press. [93]

Cyclin-dependent kinase-like 5 (Cdkl5) de�ciency disorder
(CDD) is a severe neurodevelopmental condition caused by mu-
tations in the X-linked Cdkl5 gene. CDD is characterized by early-
onset seizures in the �rst month of life, intellectual disability, motor
and social impairment. No effective treatment is currently avail-
able and medical management is only symptomatic and supportive.
Recently, mouse models of Cdkl5 disorder have demonstrated that
mice lacking Cdkl5 exhibit autism-like phenotypes, hyperactivity and
dysregulations of the arousal system, suggesting the possibility to
use these features as translational biomarkers. In this study, we
tested Cdkl5 male and female mutant mice in an appetitive operant
conditioning chamber to assess cognitive and motor abilities, and
performed pupillometry to assess the integrity of the arousal system.
Then, we evaluated the performance of arti�cial intelligence models
to classify the genotype of the animals from the behavioral and phys-
iological phenotype. The behavioral results show that CDD mice
display impulsivity, together with low levels of cognitive �exibility
and perseverative behaviors. We assessed arousal levels by simulta-
neously recording pupil size and locomotor activity. Pupillometry
reveals in CDD mice a smaller pupil size and an impaired response
to unexpected stimuli associated with hyperlocomotion, demonstrat-
ing a global defect in arousal modulation. Finally, machine learning
reveals that both behavioral and pupillometry parameters can be
considered good predictors of CDD. Since early diagnosis is es-
sential to evaluate treatment outcomes and pupillary measures can
be performed easily, we proposed the monitoring of pupil size as a
promising biomarker for CDD.

3.1.2
Bus violence: an open benchmark for video violence de-
tection on public transport
L. Ciampi, P. Foszner, N. Messina, M. Staniszewski, C. Gen-
naro, F. Falchi, G. Serao, M. Cogiel, D. Golba, A. Szczesna,
G. Amato. Sensors, MDPI. [26]

The automatic detection of violent actions in public places
through video analysis is dif�cult because the employed Arti�cial
Intelligence-based techniques often suffer from generalization prob-
lems. Indeed, these algorithms hinge on large quantities of annotated
data and usually experience a drastic drop in performance when
used in scenarios never seen during the supervised learning phase.
In this paper, we introduce and publicly release the Bus Violence
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